Sample-Path Large Deviations for Lévy Processes and Random

Walks with Lognormal Increments

Zhe Su and Chang-Han Rhee

Industrial Engineering and Management Sciences, Northwestern University
Evanston, 1L, 60613, USA

October 28, 2024

Abstract

The large deviations theory for heavy-tailed processes has seen significant advances in the recent
past. In particular, Rhee et al. (2019) and Bazhba et al. (2020) established large deviation
asymptotics at the sample-path level for Lévy processes and random walks with regularly varying
and (heavy-tailed) Weibull-type increments. This leaves the lognormal case—one of the three
most prominent classes of heavy-tailed distributions, alongside regular variation and Weibull—
open. This article establishes the extended large deviation principle (extended LDP) at the
sample-path level for one-dimensional Lévy processes and random walks with lognormal-type
increments. Building on these results, we also establish the extended LDPs for multi-dimensional
processes with independent coordinates. We demonstrate the sharpness of these results by
constructing counterexamples, thereby proving that our results cannot be strengthened to a
standard LDP under J; topology and Mj topology.
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1 Introduction

This paper develops the sample-path large deviations for Lévy processes and random walks whose
increment distributions have lognormal-type tails. Let {X(¢),t > 0} be a centered Lévy process.
We assume its Lévy measure v is light-tailed on the negative half-line, and heavy-tailed on the
positive half-line. In particular, we consider the lognormal case, i.e., v[z,00) = exp(—r(logz))
where r(x) is a regularly varying function with index v > 1 as  — oo. Consider a scaled process
X, (t) = X(nt)/n for t € [0,1]. Similarly, consider a scaled and centered random walk W, (t) =
%ZZLZ?(Zz — E[Z1]) where P(Z; > x) = exp(—r(logx)). This article investigates the sample-
path large deviations of X,, and W,,, their multidimensional extensions, and the limitations of the
classical large deviation principle framework.

When the increment distributions are light-tailed, the large deviations of X,, and W,, have been
thoroughly studied in probability theory. The classical theory of large deviations provide powerful
tools for analyzing a wide variety of rare events. In particular, the sample-path level LDPs allow
one to systematically characterize how a stochastic system deviates from their nominal behaviors
for a wide variety of rare events. In the heavy-tailed context, the seminal papers Nagaev (1969,
1977) initiated the analysis of the tail aysmptotics of W, (1), followed by vigorous research activities
in the extreme value theory literature; see, for example, Borovkov and Borovkov (2008); Denisov
et al. (2008); Embrechts et al. (1997). In particular, Denisov et al. (2008) assumes a very general
class of heavy-tailed distributions in X and describes in detail how fast x needs to grow with n for
the asymptotic relation

P(X(n) >z)=nP(X(1)>2x)(1+o0(1)) (1.1)

to hold, as n — oo. If (1.1) is valid, it is said that the principle of one big jump holds. Hult et al.
(2005) generalized this insight to a sample-path level of X. On the other hand, other related works,
including Blanchet and Shi (2012); Foss and Korshunov (2012); Zwart et al. (2004), investigated
the asymptotics of P (f(X) € A) for many functionals f and many sets A using ad-hoc approaches,
revealing that rare events can also be governed by multiple jumps, rather than just one big jump.

More recently, Rhee et al. (2019) and Bazhba et al. (2020) took a systematic approach inspired
by Hult et al. (2005), but for any number of big jumps, rather than a single big jump: they estab-
lished asymptotic estimates of P (Xn € A), with A being sufficiently general set of cddlag functions,
thus facilitating a systematic way of studying rare events defined in terms of continuous functions
of X,. They also clarified how the large deviations in the heavy tailed settings are connected to
the standard large-deviations approach. More specifically, Bazhba et al. (2020) examined large
deviations for Lévy measures with Weibull tails, offering the logarithmic asymptotics

logP (X, € A logP (X, € A
— inf I(a:)SliminfuglimsupM

< —lim inf I(z) (1.2)
g€A° n—00 logn n—00 logn el0 E€Ae

with the rate function

1(6) = {thg(t#g(t_)(g(t) —&(t—))* if £ is a non-decreasing pure jump path (1.3)

00 otherwise



For regularly varying Lévy measures, Rhee et al. (2019) established an exact asymptotics

o« P(Xn€A) P (X, € A) ,
Ca (A7) < liminf ~=7reey < lmsup =750 < Caw (),

(1.4)
where « is the index of Lévy measure’s regularly varying tail, 7 (A) is the smallest number of jumps
for a step function to be contained in A, and C7(4)(+) is a measure on the space of cddldg functions
with J(A) or less jumps. Both asymptotic bounds imply that the rare events are driven by big
jumps, hence characterizes the catastrophe principle.

Among the arguably most important classes of tail distributions for modeling heavy-tailed
phenomena—regularly-varying, heavy-tailed Weibull, and log-normal distributions—the character-
ization of the catastrophe principle in the log-normal case remains open. This paper addresses this
gap and establishes the sample-path large deviations for Lévy processes and random walks with
lognormal increments.

Specifically, in Section 3.1, we establish the extended large deviation principledev (extended
LDP) for X,, under the Skorokhod .J; topology:

— inf I(x) < liminfw < lim sup w < —lim inf I(x) (1.5)
geA° n—oco r(logn) n—00 r(logn) €l0 g€ A

where

(1.6)

00 otherwise.

&’s number of jumps if £ € Do
I(¢) = { )

Here, v > 1 is a modeling parameter for the lognormal-type tail, where the standard lognormal
distribution corresponds to the case v = 2. D, is the space of non-decreasing step functions with
finite number of jumps vanishing at the origin and continuous at 1. We accomplish this by first
establishing the extended LDP for Jfk (with respect to n), where J<k represents, roughly speaking,
the process constructed by taking the k largest jumps of the Lévy process. Then, we argue that the
asymptotic behavior of jfk governs that of X,, for sufficiently large k’s. This allows us to obtain
the extended LDP for X,, from that of j,fk’s by leveraging the approximation lemma in Bazhba
et al. (2020).

Extended LDP was first introduced in Borovkov and Mogulskii (2010). Despite its strong-
sounding name, extended LDP is actually a weaker statement than the standard LDP, as the
upper bound in (1.5) involves the e-fattening A€ of the set A, hence, increasing the value of the
upper bound. We show that the standard LDP cannot be satisfied for the lognormal tails even
under the coarser Skorokhod M/ topology. Section 3.4 constructs a closed set in the M/ topology
for which the standard LDP upper bound is violated. This contrasts to the conclusion in Bazhba
et al. (2020), where the extended LDP of X,, under the .J; topology is strenghened to the standard
LDP under the M| topology.

We also derive an extended LDP for random walks in section 3.2, assuming a lognormal-type
tail in its increment distribuion. In contrast to the Lévy process setting, the rate function here
takes finite values for step functions that are discontinuous at time 1. This difference is due to the
fact that rescaled random walk has a jump at the right boundary with a probability bounded from
below. See Theorem 3.3 for the precise statement.

Many applications require modeling multiple sources of uncertainties. In such cases, large
deviations for multidimensional processes provide the means to model such systems. For example,
Bazhba et al. (2019, 2022) analyze the queue length asymptotics for the multiple server queues
and stochastic fluid networks with heavy-tailed Weibull service times based on the large deviations



results in Bazhba et al. (2020) for multi-dimensional Lévy processes and random walks. Section
3.3 obtains extended LDP for multi-dimensional processes with independent components X, =
(X,&”, e ,X,(ld)). Here XT(Li)’s are centered and scaled 1-dimensional Lévy processes or random
walks independent of each other. As the rate function in (1.6) is not good—i.e., does not have
compact level set—the standard results such as Theorem 4.14 of Ganesh et al. (2004) do not apply
directly in our context, and the derivation of the extended LDP for X, from those of X,(ZI) requires
careful justification. We take advantage of the discrete nature of X,, and W,,’s rate functions to
establish the extended LDP for a d-fold product of probability measures, where each coordinate
satisfies an extended LDP with a rate function that only takes at most countable values.

Section 2 provides preliminaries and Section 4 presents most of the proofs for the results in
Sections 2 and 3.

2 Preliminaries

This section provides preliminary results useful for later sections. All proofs in this subsection

are deferred to Section 4.1. We begin by introducing recurring notations. Let (X, d) denote a

metric space X equipped with a metric d. For a set A let A denote the complement of A. Let

d(z,A) £ infycad(z,y), Br(z) £ {y € X : d(z,y) <1}, A2 {z € X :d(z,A) < ¢}, and A€
C

= (AC)€ denote the distance between x and A, the open ball with radius r centered at z, the

closed e-fattening of A, and the open e-shrinking of A, respectively.
We will denote the the space of real-valued cadlag functions from [0,1] to R, i.e., Skorokhod
space, with D0, 1] or simply D when the domain [0, 1] is clear. Let

Ay (€, Q) = llE =<l = b, £(t) = ¢(2)]

tel0

denote the uniform metric and recall the J; metric
dj (& ¢) = Inf [A—el| V§o A =],
AEA

where A is the collection of all non-decreasing homeomorphisms on [0, 1], and e is the identity map
on [0,1]. The M| metric on D0, 1] is defined as follows. Let I'(§) denote the extended completed
graph of £ € D. That is,

L&) = {(y, 1) e R x[0,1] 1 y € [§(t=) A &(1), £(E=) V E(D)]} (2.1)

with the convention that £(0—) £ 0. Note that if £(0) # 0, then one can consider ¢ as a path with
a jump at time 0. Roughly speaking, I'(£) is the union of the graph of £ and the vertical lines
that concatenate the connected pieces. Define an order ‘<’ on I'(£) as follows: for two points on
I'(€), we say that (y1,t1) < (y2,t2) if either 1 < o, or t; = t9 and |{(t1—) — 1| < [£(t2—) — yal.
A continuous, nondecreasing (w.r.t. <), and surjective function (u,r) : [0,1] — T'(§) is called a
parametrization of I'(§). Let II(§) denote the collection of all parametrizations of I'(§). The M{
metric is

dyr(§,¢) = inf - Vo = rol. 2.2

w6 = = sl Vs = o] 2:2)
(u2,r2)€lI(C)

We will often consider multiple paths in D and work with their extended completed graphs as

subsets of R x [0,1]. We use the {, distance in this space, i.e., d((z,t), (y,s)) = |z —y| V[t — 5]

for (z,t),(y,s) € R x [0,1]. See Bazhba et al. (2020) for the full details of M| metric on D[0, 1]



and Puhalskii and Whitt (1997) or Whitt (2002) for M| metric on D[0,00). It is obvious from
their definitions that d).| > dj,. Note also that the M| distance is upper bounded by the M;
distance, and hence, Theorem 12.3.2 in Whitt (2002) implies that dj, > d M- The next two simple
observations are useful for bounding the M/ distances from below.

Lemma 2.1. Suppose that £, € D. Then for any (u,r) € I'(§),

Lemma 2.2. Suppose that &, ¢ € D. If there exists s,¢ € [0,1] and 6 > 0 such that |((¢) —{(s—)| >
29, and ¢ is constant on [s — d,t + ] N [0, 1], then

dapi (6,€) > 6.
Throughout this paper, we consider the following subsets of D:

Dt & {£ € D: £ is a non-decreasing, pure jump function};
D_; £ {£ €D :£(0) =0, £(1) = £(1-), & has j jumps};
Dg; = Ug:OD:ia Deoo £ U352 0Dy

D_; 2 {¢€D":£(0) =0, € has j jumps};

]ﬁ)éj £ Ug:o]ﬁ):iv D<oo quozoﬂi)éj?

D_j 2 {¢ €D : £(0) 2 0, & has j jumps};

N A M N A N
]D)gj = Ui:OD:i7 Dego = U?ioﬂ)gj'

>

It’s clear that D—; C ]ﬁ)zj - D:j for any j € N, and hence, Do, C ]13)<oo - Iﬁ><oo. It can be verified
that Dg;, ng and ng are closed subsets of (D, dy,). In Lemma 4.2, we show that ng is closed in
(D, dpr) as well.

We conclude this section with a brief review of the formal definition of extended large deviation
principle (extended LDP) introduced in Borovkov and Mogulskii (2010). Extended LDP is often
useful in heavy-tailed contexts where the standard LDP fails to hold.

Definition 2.1. A sequence of measures {py},>1 satisfies the extened LDP with speed a, on
(X,d) if there is a rate function I : X — R and a sequence {ay}n>1 with a,, — oo such that, for
any open set G and any closed set F', the following inequalities hold:

log pin, log pin (F' N
— inf I(x) < lim infM and limsup log (tn(F) < —lim inf I(x). (2.3)

€@ n—00 an n—00 an el0 zekFe

For a sequence of X-valued random variables {X,,},>1, we say that X,, satisfies the extended
LDP on (X,d) if {P(X,, € -)}n>1 satisfies the extended LDP on (X,d). The rate function I in
Definition 2.1 is uniquely determined; see Borovkov and Mogulskii (2010).

We present a couple of tools that are useful for establishing extended LDPs:

Lemma 2.3. Let {X,,},>1 be a sequence of cadlag stochastic processes. Let E C D be a closed set
such that P (X,, € E) =1 for all n € N. If {X,,},,>1 satisfies the extended LDP on (E, d) with the
rate function I and speed a,. Then {X,},>1 satisfies the extended LDP on (D, d) with the same
speed sequence and the rate function given by

I'(z) = {i(f) i Z i



Proposition 2.1 (Proposition 2.1 of Bazhba et al. (2022)). Let {X,,},>1 and {Y*},>1 for each
k € N be sequence of random objects in a metric space (X,d). Let I and Ij for k¥ € N be non-
negative lower-semicontinuous functions. Suppose that the following conditions hold:

(1) For each k € N, the sequence {Y,F},>1 satisfy the extended LDP with the rate function I},
and the speed {a,}n>1.

(2) For each closed set F,

lim inf I > inf I(x). 2.4
o S () 2 S ) 24

(3) For each 6 > 0 and each open set G, there exists € > 0 and K > 0 such that & > K implies

inf Ip(x) < inf I(z) + 9. (2.5)
zeG~¢ z€G
(4) For every € > 0, it holds that
- 1 k
lim limsup — log P (d(Xn, Y,)) > e) = —00. (2.6)
k=00 n—oo On

Then {X,,},>1 satisfy the extended LDP with the rate function I and speed a,,.

When the sequences {Y;*},>1 and the rate functions I’s do not change with k, the above
proposition directly implies the following corollary.

Corollary 2.1 (Corollary 2.1 of Bazhba et al. (2022)). Assume both the sequence {X,,},>1 and
{Y,,}n>1 take values in a metric space (X, d) and the following relation holds:
log P (d(X,, Y,
lim sup og P (d( ) >¢) = —00. (2.7)

n—o0 an

If {X,}n>1 satisfies the extended LDP with the rate function I and speed {a,}n>1, then {Y;}n>1
satisfies the extended LDP with the same rate function and speed.

3 Main Results

This section presents the main results of the paper. Section 3.1 establishes the extended LDP
at the sample-path level for one-dimensional Lévy processes, while Section 3.2 establishes it for
one-dimensional random walks. Section 3.3 establishes the extended LDP for multi-dimensional
processes with independent coordinates. Section 3.4 constructs a counterexample that shows our
extended LDPs cannot be strengthened to a standard LDP. Section 3.5 illustrates the applicability
of our results with a boundary crossing problem.

3.1 Extended LDP for Lévy processes

According to the Lévy-Ito decomposition (see, for example, Chapter 2 of Sato (2013)), the Lévy
process with triplets (a, b, v) has the following distributional representation: for ¢ € [0, c0)

:):(N([O,t] x dx) — tv(dz)) +/ N ([0, 1] x dx), (3.1)

X(t)=bt+aB
(t) = bt + (t)+/ .

|z|<1



where a and b are scalars, B is the standard Brownian motion, and v is a Lévy measure, i.e., a
o-finite measure supported on R\ {0} that satisfies [ min(1, |z|?)v(dz) < co. N is a Poisson random
measure on [0,00) x (0,00) with mean measure LEB x v, where LEB is the Lebesque measure on
R. Throughout the rest of this paper, we make the following lognormal-type tail assumption on
the Lévy measure v:

Assumption 1. v and P(Z; € ) are supported on Ry= {x € R: x > 0}, and
v[z,00) = exp(—r(logz)) (3.2)
for a regularly varying function r(-) with index v > 1.

Remark 1. Note that such v is always heavier than Weibull tails, and the case v = 2 corresponds
with the standard lognormal tail, whereas v < 1 corresponds with the power law tails or even
heavier tails.

Consider a scaled process

Xn(t) = 1 (X(nt) — bnt — nt/

n |z[>1

xu(da:)) . (3.3)

The main result of this section is the following extended LDP for X,,.

Theorem 3.1. The sequence {X,,},>1 of scaled processes defined in (3.3) satisfies the extended
LDP in (D, d;,) with the rate function

{zte[o,l] L{E(t) #£(t-)}  if € € Do

() = (3.4)

otherwise
and speed r(logn).

As we will see in Section 3.4, this result cannot be strengthened to the standard LDP w.r.t.
the Ji topology. However, one may naturally wonder if the standard LDP holds w.r.t. weaker
topologies. For example, Bazhba et al. (2020) establishes the standard LDP w.r.t. the M/ topology,
while showing that the standard LDP w.r.t. the J; topology is impossible in the heavy-tailed
Weibull case. It turns out that the counterexample in Section 3.4 proves that even w.r.t. the M
topology, the standard LDP cannot be satisfied. Here we also mention that the rate function 1”1
fails to be lower-semicontinuous under the M topology. To see this, consider £ = 1([0,1]) and
& = 1([1/n,1]) for n € N. It’s straightforward to verify that &, — & under the M] topology, but
limy, o0 I71(€,) < I71(€).

Although the standard LDP cannot be satisfied, the extended LDP can be established w.r.t.
the M topology with a slightly different rate function, however. The next theorem establishes the
extended LDP for X,, w.r.t. the M/ topology. It should be clear from the proof of Theorem 3.2 that
the M/ extended LDP in the theorem doesn’t provide any new useful bounds other than those that
are already implied by the J; counterpart in Theorem 3.1. However, we state the next theorem
here and prove it in Section 4.2 for the purpose of completeness.

Theorem 3.2. The sequence {X,,},>1 defined in (3.3) satisfy the extended LDP in (D,d M) With
the rate function given by

1Mie) = {Ztewvu e #€0-)} €€ Den (3.5)

otherwise

and speed r(logn).



3.2 Extended LDP for random walks
Let Z;’s be i.i.d. random variables, and consider the random walk W (t) = szl Z; embedded in

D. Throughout the rest of the paper, we make the following assumption on the tail distributions
of Z;’s:

Assumption 2. Z;’s takes non-negative values with probability 1 and satisfies
P(Z; > z) = exp(—r(log z)) (3.6)
for a regularly varying function r(-) with index v > 1.

Here we emphasize again that Z;’s with standard lognormal distribution satisfies the above assump-
tion with v = 2. This section establishes the extended LDP for the scaled processes:

|nt]
Walt) = - >_(Z ~ El2)). (3.7

=1

Unlike the Lévy process X,, in section 3.1, the random walks W,,’s have jump at ¢ = 1. This
makes the rate function finite on D<o, not just D.o. To recall the definitions of D, and Deoo,
see section 2. The following is the main result of this subsection.

Theorem 3.3. The sequence of random walk {W,, },>1 satisfies the extended large deviation prin-
ciple on (D, J;) with the rate function

(e = {item e e e rewz(joo .

and speed r(logn).

3.3 Extended LDP for multi-dimensional processes

This section establishes the extended LDP for multi-dimensional Lévy processes and random walks,
each of whose coordinates are independent, and their increment distributions are lognormal-type.
We accomplish this by building on the one-dimensional results in Section 3.1 and 3.2. Note that
since we are working with extended LDPs—as opposed to standard LDPs—and the rate functions
that controls our extended LDPs are not good, standard results such as Theorem 4.14 of Ganesh
et al. (2004) cannot be directly applied in our context. However, the discrete nature of our rate
function enables us to adapt some key proof ideas in Theorem 4.14 of Ganesh et al. (2004) to
establish the same result in our context in Proposition 3.1 without resorting to the goodness of the
rate function. Theorem 3.1 is formulated in general metric spaces. Specifically, we consider the
following sequence of random variables:

X, = (XM, ... xR
where for each i =1,...,k,
(i) X% is a random object taking value in the metric space (X, d®).

(ii) {Xr(bi)}n21 satisfies the extended LDP with the rate function 19 and speed ay,



(iii) I takes at most countable distinct values in R with no limit point.

Proposition 3.1. Suppose that {X,},>1 satisfies conditions (i), (ii), and (iii) above. Then
{X, }n>1 satisfies the extended LDP on the product space (Hf:1 X0 maxF | d¥) with the rate

function I = Zle I® and speed ay,.

Moving back to Lévy processes, for i = 1,--- ,d, let X () be an independent one-dimensional
Lévy process with generating triplet (a;,b;, ;). Each v; satisfies Assumption 1 with regularly
varying r;(xz) = logecx® — \;log” x with a common v > 1. Consider the scaled and centered
processes

X0 () = [X(i) (nt) — bint — nt/ av;i(dz)] for t € [0,1]. (3.9)

1
n [1,00)

Theorem 3.1 ensures that each {X, ')}n>1 on (D,dy,) satisfies the extended LDP with the rate
function [ )\1, which only takes values in {k); : k € N}. Hence those d Lévy processes meet
requirements (i), (ii) and (iii), and this directly leads to the following implication of Proposition 3.1:

Theorem 3.4. On (ngl D, Zle d Jl), the multidimensional Lévy process with independent co-

ordinates X, = (Xﬁbl), - -)_(T(Ld)) satisfies the extended LDP with the rate function I : [[L, D — R
and speed r(logn).

517 7£d ZIJI gz (310)

Here I;\]Zl() is defined in (3.4).

Likewise, the extended LDP for the multidimensional random walks follows directly from Propo-
sition 3.1.

Theorem 3.5. On (H?Zl D, Y% | dj,), the vector-valued sequence {S,, = (5’7(11), e S’éd))}nzl with
independent coordinates satisfies the extended LDP with speed log” n and the rate function I .
[T, D— Ry:

) (3.11)
00 otherwise

I & {Zg:l Ait Drepo H&(1) # &(t—)} if €€ M, Dewo

3.4 Nonexistence of standard LDPs

In subsection 3.1, we established the extend LDP for Lévy processes under the J; topology and
M topology. A natural question is whether it is possible to strengthen those results and establish
the standard LDPs. Theorem 3.6 below constructs a counterexample to confirm that the extended
LDPs can not be strengthened to the standard LDPs.

Theorem 3.6. Recall X, given in (3.3) and assume that its Lévy measure v is supported on R and
satisfies v[x, c0) :_cr):ﬁefmogwx. That is, v[z,00) = exp(—r(logn)) with r(z) = logcz® — Mog™ =
and v > 1. Then X,, cannot satisfy an LDP in the M| topology. In particular, there exists a set
F C D such that B
logP (X, € F /
limsup 28E K €F) 4 ©), (3.12)
n—>00 r(logn) ¢eF

where the closure F of F is w.r.t. the M} metric. Since the M{ metric is bounded by the J; metric,
this also implies that the X,, cannot satisfy an LDP in the J; topology.



Before proving Theorem 3.6, we set some notations and state two lemmata, Lemma 3.1 and
3.2. The proofs these lemmata are deferred to Section 4.5. Consider the following mapping:

T Deoo — Do

3 561]3)@

. (3.13)
arly, 1+ a2ly, ) otherwise

5'—>7T(£)={

where a1 and a9 are the first and second largest jump sizes of £, and ¢; and to are the earliest times
for those jumps. Consider the following sets:

2
1 11 3
A, & {g = zilp, 21 € [logn, 00), 2 € [W#XD),ZH > 22,01 € (E,ﬂﬂ& € (471i|} (3.14)
i=1
B, 217 1(A,) (3.15)
11
Cp = {5 €D :d (&, —prie) < 3711/3} (3.16)
Fo2 {neD:n==¢&+8&,6 €Bny b e Gy (3.17)

For some N such that log N — %ulul — %N‘é > 1, we further define
F2U2  F, (3.18)
The following two lemmata are key to Theorem 3.6.
Lemma 3.1. On (D, dyy), the set I defined in (3.18) satisfies Fnhg =0.
Lemma 3.2. The set F' defined in (3.18) satisfies
hﬂgp% > —2, (3.19)

Proof of Theorem 3.6. Lemma 3.1 implies that

— 2> — inf IMi(¢). (3.20)
(eF

The conclusion follows from (3.20) and Lemma 3.2.

3.5 Example: boundary crossing with regulated jumps
This section illustrates an application of Theorem 3.1 to analyze the large deviation probabilities
associated with level crossing events. Specifically, we consider the probability
IP’( sup X, >b, sup |X,(t) — X,(t—)| < c). (3.21)
t€[0,1] t€[0,1]

This probability is closely related to the insolvency risk of reinsured insurance lines in actuarial
science. To facilitate the use of extended LDP, we introduce the mapping

¢ : D —R?

5~>( s () s [€00) - s@—)\), (3.22)

t€0,1] te(0,1

10



which captures the maximum value of a function £ and its largest jump. The probability in (3.21)
can be rephrased as follows: B
P (¢(Xy) € [b,00) x [0,c]) . (3.23)

The Lipschitz continuity of ¢ (as discussed in Section 4 of Bazhba et al. (2020)) enables us to apply
the contraction principle (Lemma B.3 in Bazhba et al. (2022)) to the extended LDP of {X,}n>1
established in Theorem 3.1. Consequently, we deduce that {¢(X,,)},>1 satisfies the extended LDP
with the rate function given by

Tofo.y) = int {1(©): sup 6(0) =, sup [é) ~ ) =u}p = | 2.

te(0,1] t€[0,1] Yy
That is,
L m < timing 125P (9(%0) € [b,00) x [0,)
(z,)€([b,00) X [0,c])° n—o0 r(logn)
logP (¢(X,) € [b, 0,
< lim sup 08 (d)( ) €[b,00) x| CD < —lim inf Pg—‘ .
n—o0 r(logn) el0 () ([b,o0)x[0,c)¢ | ¥

If b/c is not an integer, this yields a tight asymptotic limit

. logP (¢(Xn) € [b,00) x [0,¢]) _ [b-‘

n—00 r(logn) c

whereas if b/c is an integer, we get a lose asymptotic limit
logP (¢(X,) € [b,00) x [0,¢]) b

logP (¢(X,) € [b, 0,
—é — 1 <liminf °8 (¢( ) €[b,00) x| CD < lim sup ——.
c n—o0 r(logn) n—00 r(logn) c

4 Proofs

4.1 Proofs for Section 2
Proof of Lemma 2.1. Fix a (u,r) € T'(§). Let (v1,s1) € II(§) and (v, s2) € TI(¢) be given arbitrar-
ily. There exists a to such that vi(tg) = v and s1(tg) = 7.

d((u,r), F(C)) < d((v (to) Sl(to)) (%) t() S92 t() )

= ‘Ul(to) — v9(tp) ‘ V ‘81 to) — sa2(to | |l — w2l V |Is1 — s2]|.

Since the choice of (v1,s1) and (vg, s2) was arbitrary, we arrive at the conclusion of the lemma by
taking the infimum over (v1, s1) € II(§) and (vg, s2) € II(C). O

Proof of Lemma 2.2. Since ({(t),t) and ({(s—), s) belong to I'(¢), it is enough, in view of Lemma
2.1, to show that

d((¢(®),1),T (&) v d((¢(s—).9),T(€)) > 0. (4.1)
To see that this is the case, note first that either

[C(t) =€@)[ =6 or |C(s—) —&(s)| = 0.

11



Suppose that |((¢t) — &(t)| > d. Note also that for any (u,r) € I'(§), either u = £(¢t) or |t — r| > 4.
Then,

A((C(0), 1), (7)) =€) — ] V [t — 7] > 6
Taking infimum over (u,v) € I'(§), we get d((¢(t),t),T(€)) > 6. Similarly, d(({(s—),s),T'(£)) > 4 if
|C(s—) — &(s)| > d. Therefore, we have (4.1).
O

Proof of Lemma 2.3. Since E is a closed set, it is clear that newly defined function I’ is lower-
semicontinuous on D. For any open set G in D, G NE is open in E and [ take co value on G N E°.
Therefore,

logP (X, logP (X E
lim inf 2~ 20 &) (Xn € G) im inf 2 (Xn €GOE)

n— oo anp, n—)oo an zeGNE zeG

> — inf I(z)=— inf I'(x)

Also, for any closed set F in D, (FNE)¢ C F¢, hence

logP (X, F log P (X FNE
lim su M = limsu ogP (X, € FOE) < —lim inf I(z) < —lim inf I’
p p

n—00 an, n—00 an el0 ze(FNE)¢ el0 zeF*

Since the upper and lower bounds for the extended LDP are all satisfied with the lower-semicontinuous
function I’, the lemma is proved. O

4.2 Proofs for Section 3.1

This section proves Theorem 3.1 and Theorem 3.2. Before describing the structures of the proofs,
we introduce some notations. Rearranging the terms in (3.1), we can decompose X,, as follows:

X, =Y, + R, (4.2)

where
(1) 2 % e LN ([0, nt] x dz), (4.3)
R(t) & aBﬁLnt) + :L/(o ) :v(N([O,nt] x dz) — ntv(dz)) + MIN([()’m;]L x [1,00)) —triy (4.4)

for ¢t € [0, 1], where v; = v[1,00) and p; = f[loo g4dn)

V1
Since N has a finite mean measure on [1,00) x [0,n], the process Y,, is a compound Poisson
process. Before being centered and normalized by p; and 1/n, respectively, the jump sizes of Y,
are independent and identically distributed (i.i.d.) with the distirbution v|; o)/v1. Let Z1, Za, - -+

be i.i.d. random variables with distribution v|fj «)/v1 and let N(t)= N([0,t] x [1,00)). Then, Y,
has the following distributional representation:

N(nt)

V) 225 (7 ) (45)

=1

We further decompose (4.5) into two parts: the k largest jumps and the rest. Let P,(:) be the
random permutation of the indices {1,2,---, N(n)} of Z;’s such that P, (i) is the rank of Z; in the
decreasing order among Z1, Z2, "+ , Zn(n)- Then

12



N (nt)
pnol Z Zi1{Po(i) < k}+% > (Zi{Pu(i) > k} — ) (4.6)

i=1

-~

TSk ) A3 (1)

Note that J$* is the process that consists of the k largest jumps in Y,,, whereas H* is the centered
process that consists of the remaining jumps. Let Y;’s be i.i.d. exponential random variables with
mean 1, and I';= Y7 + --- + Y;. Let U;’s be i.i.d. uniform random variables on [0, 1], independent
from the Y;’s. Let

Qn(-) £ nvf-, 00) and Q5 (y) 2inf{s > 0: nv[s,00) < y}. (4.7)

According to the argument presented in Lindskog et al. (2014) (p.305) and Resnick (2007) (p.163),
a coupling with respect to Y;, U; and N can be constructed by

o

N([0,n] x (0,00)) = > €@, @5 (v)) (4.8)

i=1
Here ¢(, ) denotes the Dirac measure at (z,y). The sequence {Q;, (I';),7 > 1} record the second

coordinate value of point masses of N with decreasing order. The coupling in (4.8) facilitates a
further decomposition of JS* into J¥ 4+ J$F where

ISk & = ZQn L1 (1), (4.9)
Ji’f()é—%nw o S ) (110)
= Nn—i—l

In (4.10), N,= 323°, Ljo,n]x[1,00) (7 - Us, Q% (L)) counts the number of point masses of N on the
set [0,7n] x [1,00). Intuitively, jfk is composed by the k largest jumps in X,,, but if some of those
jumps are of size smaller than 1 before the 1/n normalization, they are offset in J<.

We arrive at the distributional representation

X, 20k 4 IS+ BEF + R, (4.11)

where J% JSF HSF and R, are respectively defined in (4.9), (4.10), (4.6) and (4.4). This
representation provides a clear road map for demonstrating the main result of this subsection:
Theorem 4.4 proves the extended LDP satisfied by the jump sizes of jfk That principle helps
to derive the extended LDP of J$*, which is summarized in Proposition 4.1. Note that (4.11) is
valid for k € N. It turns out that, for large k, X,,’s is predominantly determined by Jf’“s, hence
the extended LDP of the later, through applying Proposition 2.1, implies the extended LDP of
the former. To meet the conditions of Proposition 2.1, several intermediate results are shown with
respect to J<F, HSF and R,,.

The proof of Theorem 3.1 hinges on Proposition 4.1 and Lemma 4.1 below, whose proofs are
provided in Section 4.2.1 and Section 4.2.2, respectively.

Proposition 4.1. {J$*},5 satisfies the extended LDP on (ID,dy,) with the rate function

fue) 2 {zte(o,u HE@) #6(t-)) if €€ Dy 21

00 otherwise

and speed r(logn).
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Lemma 4.1. Recall H$* defined in (4.6). We conclude

- log P (|| 5" > ¢)
lim lim sup = —00
k=00 n—soo r(logn)

With these in hand, we are ready to prove Theorem 3.1.

Proof of Theorem 3.1. We apply Proposition 2.1, with X,, and Jf’“ being X, and Y,* in the Propo-
sition. To apply Proposition 2.1, we need to verify the following four conditions:

(1) For each k € N, the sequence {JF},>; satisfies an extended LDP with rate I, and speed
{r(logn)}n>1.

(2) For any closed set F,

. . a > . Jl ] ]
klingoggglk(ﬁ) > Inf 1 (€) (4.13)

(3) For V§ > 0 and any open set GG, there exists € > 0 and K > 0 such that when k£ > K

inf I..(¢) < inf I . 4.14
(ot k(&) < Inf, (&) +46 (4.14)

(4) For Ve > 0,
tog P (dy, (X, Ji#) > )

lim li = —00. 4.15
i s o * 1

Condition (1) holds due to Proposition 4.1. Condition (2) is direct as Ij, > I for any k € N. For
the condition (3), we verify a stronger equality that replace (4.14):

inf 14(6) = inf 17 (€). (4.16)

To verify (4.16), we consider two cases:

o If infee I71(€) = oo, it implies that G N Do = 0. Therefore, inf,cq-- I(x) = oo for any
keN;

o If 0 < infee I71(€) = m < oo, the following inequalities hold for any € > 0

inf I,(€) > inf I (&) > inf I71(¢) =
cof, k(8) > Inf, k(§) > Inf, () =m

Additionally, infeeq 1 J1(€) = m suggests the existence of some € G ND—,,. Given that G
is open, there exists € > 0 such that B.(n) C G, implying n € G~¢. Therefore, for k > m, we
have R
inf Ix(z) <[ =m
it fi() < L)
These two inequalities together confirm that infecq—« I5(€) = infeeq I71(€) for k > m.

For the condition (4), by X,,’s representation in (4.11), we have
P (dyy (X0, J5%) > €) <P (150 = J54) > )

_ € . € — €
<P(IEF) > 2) + B (141> 5) + P (18] > 5) -
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Therefore,

log P (dh (Y, JSF) > e) log P (m _Jsk| > e)

lim lim sup < lim limsup

koo n—oo r(logn) k=00 n—soo r(logn)
log (P (| A5 > §) + P (1751 > §) + P (I1Rall > §) )
< lim limsup
logP (| HS*|| > € logP (|| J5%|| > & logP (| Ryl > €
<max{ lim lim sup o8 (H bl 3), lim lim sup i (H el 3),limsu o8 (H nl| 3)
k>0 n—soo r(logn) k=00 n—soo r(logn) 00 r(logn)

b

M (1) (1)
(4.17)

Among the three terms in (4.17), (I) = —oo by Lemma 4.1. For term (II), by the definition of J*
(4.10), we have

) =P | sup ——IL{N <k} Z Qo (T 11[U171]()‘>5 <P (N, <k)
t€[0,1] A 3

Since N,, can be treated as n independent summation of Poisson random variables with mean
v[1,00), Sanov’s theorem concludes that P (Nn < k:) ~ e "¢ for some constant C. This implies

(II)= —oo. For term (III), R, is a Lévy process such that R, (1) has a finite moment generating
function. Theorem 2.5 of Mogulskii (1993) confirms that term (III) increases at a linear rate, thus
(IIT)= —oo. Hence condition (4) is satisfied and the proof is finished. O

Now we move on to the proof of Theorem 3.2. Before providing the proof, we establish the
following lemma.

Lemma 4.2. For any j € N, @gj is closed w.r.t the M topology.
Proof. Note that D\DD<; = AU B UC U D where

A2 {neD:n(0)
B2 {neb:n0)
C 2 {neD:n(0)>0,n is non-decreasing, but not a pure jump function}
D £ {neD:n0)

<
> 0, 7 is not a non-decreasing function}

\Y]

0, n is a non-decreasing pure jump function with more than j jumps}

We argue that any given 7 ¢ ]f))gj is bounded away from ng by considering n’s in A, B, C, and D
separately.

Suppose that n € A. For any & € ng, (u,v) € I'(¢) implies that w > 0, and hence,
d((n(0),0), T'(§)) > [n(0)]. This along with Lemma 2.1 implies that dary (n,€) > [n(0)] > 0. Since

¢ was arbitrarily chosen in D, we conclude that dr; (1, De;) > |n(0)| > 0.

Suppose that n € B. Then, there exists § > 0 and t1,1 € [0, 1] such that to —t1 > 46 and
n(t1) — n(tz) > 40. We claim that for any & € D, dyy(n,€) > 6, and hence, dyp (1, Dg;) > 6. To
see why, suppose not. That is, suppose that there exists £ € ng such that dM{ (n,€) < 6. Then,
due to Lemma 2.1, there are (u1,s1), (u2,s2) € I'(§) such that d((n(tl),tl), (ul,sl)) < 26 where
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ur € [(s1—), £(s1)], and d((n(t2),t2), (u2, s2)) < 20 where ug € [{(sa—), £(s2)]. Note that these
imply
S1 §t1—25<t2+25§82

and
£(s1) > ur > n(t1) — 25 > n(te) + 25 > ug > &(s2—),

which is contradictory to £ being non-decreasing. This proves the claim.

Suppose that 7 € C. Then there exists an interval within [0, 1] on which » is continuous and
strictly increasing. By subdividing the increment over this interval into the ones with small enough
increments, one can find a sufficiently small § > 0 and more than j non-overlapping subintervals
of the form [s — 0, + 8] such that t — s > 28 and n(t) — n(s) > 26. For any ¢ € Dj, it needs to
be constant on at least one of these intervals. From Lemma 2.2, we see that dM{ (n,€) > 0. Again,

since this is for an arbitrary ¢ € De;, we conclude that dr; (n,Dej) > 6.

Suppose that n € D. Then n = Zle zilyg, 1) some k> jand 0 <t <tp < - < f < 1.
Set T; = [t; — 6,t; + 6] N [0,1] and pick § > 0 small enough so that 73’s are disjoint and 2§ <
min;—1,... ) (n(t;) —n(t;—)). Then, any path £ € Dg; is constant on at least one of T;’s, and n jumps
at t; with jump size no smaller than 2. From Lemma 2.2, we have that dy(£,1) > 6/2. Since §
is arbitrary in path in ]ng, we conclude that dM{ (U»Déj) > 4. O

Proof of Theorem 3.2. Since IMi is obviously non-negative, and the sublevel set \IJ[Mi () = DQQJ

of M1 is closed for any o > 0 due to Lemma 4.2, ™1 is a rate function.
Consider closed set F' and open set G under the M topology. They are also closed and open
under the Jj topology, respectively. Due to Theorem 3.1, we have:

logP (X, € G logP (X, € F
— inf I (x) < liminfM and limsup o8 ( )

— Xt =l < i [ 4.18
e n—o0 r(logn) n—s00 r(logn) melzgleyh (@) (418)

In the above inequalities, we use extra the super-script in F&/! to clarify that it is the e-fattening
w.r.t. J; topology. Likewise, we will denote the e-fattening w.r.t. M/ topology with FeMi,

Note that the M/ metric is bounded by the J; metric, hence Felt ¢ FeMi Moreover, M1 < [N
obviously from their definitions. Hence

logP (X, € F ,
limsupM <— inf I''(z)<— inf I™i(2) (4.19)

n—o00 r(logn) zeFe1 .l

which proves the upper bound for the extended LDP on (D, M7).
We claim that for any open set G with respect to the M| topology, the following holds:

— inf IMi(z) = — inf I (2 4.20

inf I"™(z) = — inf I* (z) (4.20)

The *>’ direction is trivial as I™1 < I71. To see the *<’ direction, we assume — inf e IM1 (£) =—m
for some integer m. Otherwise, — infyeq I (x) = —oo makes the lower bound inequality of

extended LDP holds automatically. Under this assumption, G contains some & € D_,,, which can
be categorized into one of the following two scenarios:

e If none of the jump of £ occur happen at 0 or 1. This implies £ € D—_,, and

—inf I71(z) > =171 (¢) = —m = — inf TMi
inf I (z) 2 (€) = —m = — inf I""(z)
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e If jumps of £ occur at 0 or 1, or both. We can construct a new path £ € D_,, by copying &’s
jump sizes but only perturbing £’s jump location at 0(1) to 6(1—4¢). By choosing § arbitrarily
small, dpp (&,&") <6, hence ¢ € G due to G is an open set. This implies

_‘f_ljl >—IJ1 ,:— :—.fIM{
inf I (z) 2 () = —m = — inf " (z)

Combining the conclusions from both scenarios confirm the equality (4.20), which further imlies

log P (Xn € F)

. M! _ Jy < Tim
R ) 2y
This proves the lower bound for the extended LDP on (D, M]) and finishes the proof. O

4.2.1 Proof of Proposition 4.1

Proposition 4.1 hinges on the extended LDP for (Qf (I'1)/n, -+, Q% ('x)/n), which is established
in Proposition 4.4. We divide the proof of Proposition 4.4 into the extended LDP lower bound
(Proposition 4.2) and upper bound (Proposition 4.3). The following lemma is useful in the proof
of Proposition 4.2.

Lemma 4.3. Suppose that z = (x1,...,2%) € Rlﬁ and and ¢ = I;,(x). Let
E(x;8) = {y € R} 1 y; € Bj(x,y;0)}

where

Qn(n(z1 +96), Qn(n ($1 - 5)) . for j = 1;
Q’n m] + 6 Zl 1 Yis Qn( (q’.J - 6) - ‘17;11 yl) fOI"j = 27 ceey
Qn(n Qn(n(z, +9)), 00) for j =1+ 1;

(
Ej(z,y;0) = E
[O, ) for j > ¢+ 1.

Then y € E(z;0) implies that

(CM,...,QWW +yk)eH — 6.2+ 6] x [0,8] 570 £ D(a9).

n

Proof of Lemma 4.3. Note that by the construction of Ej(x,y;¢), it is straightforward to check by
induction that if y; € F;(x,y;d) for i =1,...,7, then

Z yj € n(z; +9)), Qn(n(z; — 0))) (4.22)

for 5 <, and

Z Yj € [Qn(nd), 00) (4.23)

for j > 1. The conclusion of the lemma follows from the fact that ¢ € (Qn(b), Qn(a)] if and only if
Q5 (¢) € [a,b) for any c and b > a > 0. O
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Recall that

n n

) 22 (0 Gy o) e

where I'; = Y] + --- + Y}, and Y;’s are iid Exp(1). Therefore, Lemma 4.3 implies
/ fn (dz) > / e~ Zin Yidyy - - - dy. (4.24)
D(x;6) E(;9)

We are ready to prove the lower bound of Proposition 4.4.

s Kl
Proposition 4.2. For any open set G C R.",

y log fin,
— inf Ix(x) < liminfM
e n—oo  r(logn)

(4.25)

Proof. Fix an arbitrary z € G and let ¢ = I;;(x). We first observe that for any given z € G, we can
find 2/ € G such that Iy(2') = ¢ = Iy(z) and 2} > af, > --- > 2] > 0. Therefore, for the purpose of
establishing (4.25), we can assume w.l.0.g. that

x> ...>x, >x,41=0. (4.26)

Note that we can find a continuous function f : Rf’} — [0,1] such that f(z) =1 and f(y) = 0 for

y € G° since ]Rﬁ_i is a completely regular topological space. Further, define f,,(-) = m(f(-) — 1).
Since f,, is —m on G¢ and at most 0 elsewhere,

/Rkl er(logn)fm(s)ﬂn(ds) < G_mT(IOgn)[Ln(GC) + ﬂn(G),
+

and hence,

r(logn) fm(s) —mr(logn 5
log leﬁ e"\'o8 fin(ds) log (e (logn) | Mn(G))

lim inf < lim inf
i r(logn) = e r(logn)
loe i
= max<{ —m, liminfw . (4.27)
n—oo  r(logn)

On the other hand, we claim that the following holds:

log fR’f er(logn)fm(s)ﬂn (ds)

_ e < . .
Ti(@) < hnH—l>1<>Io}f r(logn)

(4.28)

Combining (4.27) and (4.28), then taking the limit m — oo and the infimum over x € G, we arrive
at the conclusion of the proposition.

Now we are left with the proof of the claim (4.28). Recall the neighborhood D(x;8) = [[;_; [xi—
8,2 + 6] x [0,0]%*Y) of z defined in Lemma 4.3. Pick an arbitrary € > 0. Since G is open and f,,
is continuous, assumption (4.26) allows us to choose a small enough 6 = §(z, €) so that

(i) [zi — 0,z + 6] N[xj — 0,25 + 6] = 0 for any ¢ and j such that ¢ < j <y

(i) fim(y) > —e for y € D(x;0).
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From (ii) and (4.24)

log fss e 098 i (d) log (€728 [ 5 in(d))
lim inf + > liminf '

n—00 r(logn) n—oo r(logn)

log e Zf:l yidyl e dyk
> —e + liminf fE(x’é)
n—o0 r(logn)

(4.29)

From the forms of E(x;6) and E;(x,y;6)’s in Lemma 4.3, we see that the integral in (4.29) can be
decomposed as follows:

log/ o Tict YVidyy - - - dyg
E(x;6)

o k o
= log/ e~ ZimYidy, - dy, + log/ e “dr + Z -log/ e *dx
E'(x;6) Qn(n6)—Qn(n(z,+9)) =142 0
= log / ( )e—Zizlyidyl...dyL—(Qn(na) — Qu(n(z, +9))) (4.30)
E'(x;6

M
where E'(z;0) = {y € Ry : y; € Ej(x,y;0) for j = 1,...,:}. To bound (I), note first that the
integrand is bounded from below due to (4.22):
e” Lim1¥i > e @@ =0) on B (25 6)

and the length of the domain of integral in i*Pcoordinate is Q,(n(x; — 6)) — Qn(n(z; + J)) for each
i <1, and hence,

/E’(x;é) dy, - dy; = H (Qn(n(a:j —98)) — Qu(n(z; + 5)))

i=1

Therefore,

(1) = / e~ Sinatidy, . dyy > e~ @nn(—0) / dy, - du
E' (2;6) B (x;0)

= e~ @) TT(Qu(n(x; — 6)) — Qu(n(x; +6))).  (4.31)

i=1
From (4.29), (4.30), and (4.31),

log lej} e"’(log n)fm($)'an (dx)

lim inf
n—00 r(logn)
st —(@un) — Quln(a, + )
n—00 r(logn)
Q=) |~ 108 (Quln(si = 8)) — Quln(ai +7)
+ nlaoo T(lOg n) + ; n1~>oo r(log n)

where the last equality is from (4.89) and (4.91). Taking ¢ — 0, we arrive at (4.28), proving the
desired claim. This concludes the proof of Proposition 4.2. O
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We move on to the extended LDP upper bound for (Q (I'1)/n, -+, Q% (Tk)/n).

Proposition 4.3. For any closed set F' C R]_ﬁ,

log fin, (F .
lim sup log fin(F) < —lim inf I(x) (4.32)
n—oo  r(logn) €l0 zEFe

Proof. Let 1 £ inf,cpe I.(z). Then, it is straightforward to see that there exists r > 0 such that
x, > r for all x € F. Therefore,

log P ( (950, Qills) .. @ilu)) ¢ )

log fi, (F ) n n
lim sup M = lim sup
n—o00 T(log ’I’L) n—o00 T(log n)
1 =(T,) >
g 2P QD) > )
N 00 r(logn)
<
i 92PAD S Qu)
n—o0 r(logn)
where the last equality is from (4.92). O

With Proposition 4.2 and Proposition 4.3 in hand, the proof of Proposition 4.4 is straightfor-
ward.

Proposition 4.4. {jiF},>; satisfies the extended LDP on R’f with the rate function

k

Li(z) 2 Z 1{x; # 0} for ¢ = (x1,--- ,z1) € Rﬁ} (4.33)
i=1

and the speed r(logn).

Proof of Proposition 4.4. Proposition 4.2 and 4.3 establish the upper and lower bounds of the
extended LDP. We are left with showing that the rate function Iy () is lower semi-continuous. To see
the lower semi-continuity, consider an « < k (since the case a > k is trivial) and the corresponding
sublevel set ¥; () £ {z € Rk : [}(z) < a}. Note that Ui (a)={re€ RY : @441 =0}. Thisis a
closed set, because for any y in ¥y ()¢, we have y|q)+1 > 0, and hence, B(y;0) with § = y|4|41/2
is a neighborhood of y within W (). This proves the lower semicontinuity of I;.(+) and concludes
the proof of the proposition. O

We are now ready to prove Proposition 4.1.

Proof of Proposition 4.1. We first prove the extended LDP on (D«g, dy, ), then lift it to the larger
space (D,dy,) via Lemma 2.3. Note that the conditions in Lemma 2.3 are satisfied as P(j,fk €
D<) = 1, and Dgy, is closed.

To see that I is a legitimate rate function, note that \I'fk(c) = D¢|¢jnx for any ¢ € Ry, which

is closed, and hence, I k is lower-semicontinuous. To verify the lower bound, we show that

logP <j§k € G)
lim inf

n—o0 r(logn)

> —Ii(¢) (4.34)

for any open set G C D¢, and any § € G. Fix a § € G and set j 2 fk(f) < k. Then
E=>7, w1y, 1), where x1 > --- > z; > 0 and w; € (0,1) for i = 1,...,j. We construct a
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neighborhood of ¢ in D¢y, by perturbing £’s jump sizes and times. Specifically, for some w* € (0,1)
that does not align with £’s jump time, consider

k
Cs = {Zyiﬂ[wi,l] €Dy, €Y,and w; € W fori=1,--- k}
i=1

where Y;’s and W;’s are defined as:

._{<xi—6,xi+5> i=1- {(uz-—a,uiw) i=1j

) Wz:

It is evident that dj, (§,n7) < kd for any n € Cs. Indeed, we could find a suitable time homeomor-
phism p such that 1o p’s first j jumps and &’s jumps have aligned locations. Then the uniform
metric between & and 7 o p is bounded by k£ accumulation of size §. We can choose § small enough
so that (1) Cs C G; (2)for p < j, the p-th largest jump of n happens on (u, — J,u, + 0) with size
in range (x, — 6, xp + 0). Such a choice of § allows for the following derivation::

due to (1)

P (Jf’“ € G> > P (Jf’“ c Cg) =P (i Cxéri)ﬂ[w” c Cg)
=1

— N k :
dueg)(Z)P((Qn(Fl),... M) e ([[v) nR, (U, Uk € (HW1)>

i=1 i=1
(I (I i
_Pp ((W’ ’Qr(Lk)) c (le[lYl) QR]%) - Const
k
= ib((J]vi) nR}) - Const.
=1

Note that H,’le Y; and Hle W; represent the product space of Y;’s and W;’s, respectively. Given

that (HleAi) N le is an open set, the extended LDP of {ji*},>; as unraveled by Theorem 4.4
implies

1OgIP’(j§’“€G loe 25 ((TTE - V) ARE

lim inf ) > lim inf og in((11i1 Yi) N RY) + liminf log Const

noee r(logn) n—00 r(logn) n—oo  r(logn)
we(IE_, v;) nRE

= —j = —I(¢).

This establishes inequality (4.34), and, consequently, the lower bound of extended LDP is proved.
Then, we verify the upper bound of extended LDP: for a closed set F' C Dy:

log P (j,f'f e F) )
i < —lim inf I 4.
msup — oy = ~lim nf L(©) (4.35)

Note that F° in the above inequality is the fattening set of F' restricted to D¢. If F' contains the
zero function, then lim, o inf¢epe I3 (§) = 0, and the upper bound (4.35) holds trivially. For the rest
of the proof, we assume F' does not contain the zero function. Define the index iy as follows:

ir =max{j € {0,1,2,---k—1} : dj,(F,Dg;) >0} + 1 (4.36)
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The definition of i has two implications: (i) F*ND;,_1 = 0 for sufficiently small ¢; (ii) F*NDg;, #
() for any € > 0. Therefore,

lim inf I;(£) = 4.37
im inf k(&) =iF (4.37)

Given that dj, (F,D<;,—1) > 0, there exist an r > 0 such that any path £ in F" has its ip-th
largest jump greater than r. Therefore, F' is a subset of C’, with C” defined as:

k
C' =D yilju,1 01 = Y2 > - >y = 0,45, > 1,
=1
€(0.1) fori=1,- k}

The set inclusion F' C C’ implies

P(ifher)<p(iffec) =P (Zk: %igfi)ﬂ[m] € C’)
i=1

_p (CW > r> — Py, < Qu(nr)).

n

Taking the limit of both sides and employing limit result (4.92), we deduce

logP (JsF e F <
lim sup ( ) < lim sup log P Ty < Qn(nr) = —ip (4.38)

s 00 r(logn) n—00 r(logn)

In view of the inequalities (4.38) and (4.37), the upper bound (4.35) is established, thus concluding
the proof.
O

4.2.2 Proof of Lemma 4.1
Lemma 4.4 and 4.5 below are useful in Lemma 4.1.

Lemma 4.4. Consider a random variable Z supported on [0, 00) belonging to the class LN (X, 7).
Let Z;’s be i.i.d. random variables following Z’s distribution and construct Y;” as Y, := Z;1{Z; <
nd} for some given § > 0. Then given any € > 0 and M € N, the following inequality holds

log _max, B (S0, (¥ ~E[2]) > ne)

lim sup (4.39)

n—00 r(logn) 26

Proof. The truncated random variable Y, differs from Z; in that it has a bounded moment gener-
ating function. This allows for the application of the Cramér-Chernoff method to derive an upper
bound for the probability term in (4.39). For s > 0, we have

P ( (V" —E[Z]) > ne) =P <exp{sZY;"} > exp {nse + jsE [Z] })

exp {SZY;”}

i=1

<exp{ —nse—jsE[Z] }E

= exp { —nse — jsE[Z] + Z log E [exp(sY;")] } (4.40)
i=1
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To further analyze E [exp(sY;")] for s > 2, we decompose its integration domain into three
parts:

E [ = / VP (Z < y) + / VAP (Z) < y) + / 1dP (Z1 < v) (4.41)
[0,1/3] (1/s,nd] (nd,00)

Given the inequality e* < 14+z+22% on z € [0, 1], the first integration term in (4.41) can be bounded
as:
/ eVdP (Z < y) < / (14 sy + sy*)dP (Z < y) <1+ sE[Z] + s’E [2°]
[0,1/s] [0,1/s]
This bound is valid since the expected value E [Z] and the second moment E [Z 2} are well-defined
for a random variable Z satisfying Assumption 2.
We apply integration by parts to the second term in (4.41),

nd
/ eVdP(Z < y) =P (Z <y) ), - S/ VP (Z < y) dy
(1/s,né] 1/s
né
=P (Z <nd) —eP (Z < 1/s) — s/
1/s

SeIP’(Z>1/s)+s/ VP (Z > y)dy
[1/s,nd]

edy + s/ eP(Z > y)dy
[1/s,md]

In this context, A > 0 is chosen so that e2™P(Z > nd) > P(Z > 1/s) for large n. Therefore, for
y € [1/s,nd],

AsnéIP) 7 )
VP (Z > y) < P (Z > y) - S <z< > Z)n ) — 042598 (7 5 )

This leads to an upper bound for the second term in (4.41),

/ eVdP (Z < y) < eP(Z > 1/s) + sné - eHAP (7 > ng)
(1/s,nd)

The final term in (4.41) is P (Z > nd). Since P(Z > nd) <P (Z > 1/s) < s*E [Z?], combining
all three integration terms in (4.41) yield

E [e”"] <14 snd - TP (Z > ng) + sE [Z] + 5*(e + 2)E [ 27]

By inserting the above bounds into (4.40), and utilizing the inequality log(1 +z) < z for > 0,
we obtain

]P’(i(Yi”—E[Z}) >ne>

i=1
< exp{—nse — jsE [Z] + jlog (1 + sné - eUFRmOP (7 ng) + sE [Z] + s (e + 2)E (2%])}
< exp{—nse — jsE [Z] + j(snd - eUHR)sIp (7 5 ng) + sE[Z] + s%(e + 2)E (Z%])}
< exp{—nse + j(snd - eUFRIP (7 5 nj) 4 s2(e + 2)E [ZQ] )}
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Maximizing over j = 1,---, M - n and applying the logarithm, and choosing some N < A and

M log? (nd 1 s
3:%>%,We derive:
J
log _max_ IP’ Z >ne
i=1

< —nse+ M - n(sn(5 eUHAImIp (7 5 ng) + s*(e + 2)E (Z%])
MN?1og? (né)

= —MNlog?(nd) - - ¥ MY log” (nd)eIHAN 108" () p (7 5 ng) 4 52
n

5 (e +2)E[27].

The third term in the last line above approach to zero as n — oo. Select A < 1 small enough
such that M (1 + A) < X\. With this choice, and because P (Z > nd) ~ e~ 8" (") the second term
diminishes to zero as well. Hence

log ~max ]P’( Zl(Y"—E[Z])>ne>

lim su =L M
n_mop r(logn)
—Nlog(nd) - € !
< lim 2Me(0)-5 e N e e
n—00 r(logn) b A (1+A)o 20
This finishes the proof of the lemma. O

Lemma 4.5. Consider a random variable Z supported on [0, c0) satisfying Assumption 2. Let Z;’s
be i.i.d. random variables following Z’s distribution and construct Y;* as Y* := Z;1{Z; < nd} for
some given d > 0. Then given any ¢ > 0 and M € N,

log max P (2]71 (E[Z] - V") > ne)
lim sup = - = —00 (4.42)
Ny 00 r(logn)

Proof. Define Y := Z1{Z < né}. The term P ( - (E[Z]-Y") > ne) satisfies

=P (i: (E[Y"] =Y") >ne—j- (E[Z] —E[Z;1(Z; < n5>]>

= (ZJ: (E[Y"]-Y") >ne—j-E[Z1(Z > n5)]> .

Since Z satisfies Assumption 2, it has the first moment, thus large n, M - E[Z;1(Z; > nd)| < €/2.
For such n and j=1,--- , M - n, we have

P (z]: (E[2] - Y") > ne> <P (z]: (B[] - V") > ";) (4.43)
=1 i=1

We claim the following two properties about the random variable E [Y"] — Y;":
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o E[Y" —-Y" <E[Y"] <E[Z]. This is true due to Y;” is a non-negative random variable.
e Given 0, we can choose large n such that E[Z1(Z > nd)] < 1, hence

Var [E[Y"] - ¥/

7

vl
= Var [Y;"] = E [(Y/")?] — (E[Y;"])?

K3 (2

<E[Z%] - (E[2])* + (E[Z])” - (E[Y;"))?

= Var [Z] + (E[Z] + E[Y"])(E [Z] — E[Y;"])
< Var[Z] +2E[Z] - E[Z1(Z > nJ)]
< Var [Z] + 2E [Z]

The two properties of E [Y;*] — Y;” shown above make us ready to apply the Bernstein’s inequality
(see Lemma 4.14 in appendix Section 4.6.2), and this yields

P (Z (B[] - Y7") > ’?)

=1

exn ] 262/4

<o 23] Var [E (Y] - /"] + ”}
ox B 262/4

= p{ 2(j(Var [Z] + 2E [Z])+”d%[z]}'

Since the exponential term in the above last line increases as j increases, and combining with (4.43),
for large n,

4 n n2e? /4
log _max P (; (E(Z] -Y/") > ne) < " 30T (Ve ]+ BT el (4.44)

In view of the ratio in (4.42), the numerator has upper bound (4.44), which decrease with speed
—n. Thus the lemma is proved by running n — co. O

With Lemma 4.4 and 4.5 in hand, we are ready to prove Lemma 4.1.

Proof of Lemma 4.1. For any fixed k € N, chose § > 0 such that k6 < €/2. We begin by analyzing
I[{HSF|| > €} conditioning on the event {N(n) > k, Zp=1(y < nd} and its complement. This leads
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to the following probability upper bound:

N (nt)
P (|’H§kll > e) =P ( sup | Z (ZiL(Pn (i) > k) — 1) | > ne)

te[0,1] ;4

J
<P (jl?.a:);[(n)} ; (Zi1(Py (i) > k) — ,ul)’ > ne, Lp-1py < nd, N(n) > k:)

+P ({ZR#(M < nd, N(n) > k}c)

J
<P (jd?%)]%(n) ; (Zi1(Py(i) > k) — 1) > ne, Zp=1(jy < 10, N(n) > k) (4.45)
j
P — ZA(Pa(i) > k Zo1 <nd, N(n) >k 4.46
o S>> i 2w
+P (an_l (o > 10) +P(N(n) < k). (4.47)

We proceed with investigating the terms (4.45) and (4.46) separately. Given that {P,(i) > k} is
a subset of {Z; < né} under the condition Zp-1 ) < nd and N(n) > k, the sum Y (Zin(Z; <

nd) — p1) includes more positive Z;’s than Zgzl (Zi1(Py(i) > k) — p1). Therefore, we can upper
bound the probability (4.45) as

J
(445) <P <j:1171.q%)]%(n) ; (Zi1(Z; < nd) — ) > ne, Zp=1 () < N0, N(n) > k)

<P (j: max Z (Zi]l(Z,- < nd) — Ml) > ne)

<P (j =1, ,n(lv] + l)maxz (Z:1(Z; <nd) — ) > ne) +P(N(n) >n(lvi] +1)).
i=1

(4.48)

To evaluate (4.46), note that 1(Z; < nd) —1(P,(j) > k) = 1if and only if Z; is among the k-largest
value of Z;’s and Z; < né, hence Y 7_, Z;(1(Z; < nd) — 1(P,(i) > k)) < knd for any j. This leads
to the following bound for (4.46):

(4.46) = IP(j:ﬁg%)]% . ; (11 — Zi1(Z; < né)) + ; Zi(1(Z; < né) — L(Po(i) > k)) > ne,
Zprgy <0, N(n) = k)

< P(]:ﬁg% <n>§ (11 — Zi1(Z: < 1)) > (e — kb), Zp1) < 18, N(n) > k:)

< P(FE%(”); (11 — Zi1(Z: < nd)) > )

<P <j1,...rfi?fiﬂ+1)izj; (11 — Zi1(Z: < nd)) > n;) +P(N(n) > n(lv) + 1)) (4.49)
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Having established the upper bounds (4.48) and (4.49) for (4.45) and (4.46), and considering
the additional terms in (4.47), we can conclude that

J
P (\\ﬁ;k” > e) < 2P ( max )‘ > (Zi1(Z; < nd) — )| > ”;)
=1

j=1,n(lv1]+1
+P (ngl(k) > na) FP(N(n) < k) +2P(N(n) > n(lm] +1)). (4.50)

For the third and fourth terms in (4.50), since N(n) is distributed as the sum of n ii.d.
Poisson(v;) random variables and by Sanov’s theorem (see, for example, theorem 6.1.3 in Dembo
and Zeitouni (2010)), those two terms decay as e~ Consequently,
logP (N (n) < k) log 2P (N (n) > n(|v1] + 1))

lim sup = —oo and limsup = —00
s 00 r(logn) n—00 r(logn)

For the second term in (4.50), the k-th largest Z;’s is distributed as @, 1(I'x). By leveraging the
limit result (4.92) in appendix, this term satisfies

logP( Z -1, > N0 — <
lim sup ( Fn (k) ) = lim sup log P (Q” <Fk) = nd) < limsup IOgP(Fk — Qn(nd)) = —k

N0 r(logn) 00 r(logn) N0 r(logn)

For the first term in (4.50), we employ Etemadi’s inequality (see Lemma 4.13 in appendix Section
4.6.2 ) to externalize the maximum from the probability. Then, invoking Lemma 4.4 and Lemma
4.5 from the appendix, we analyze the term as follows:

log 2IP max ‘ ‘a Z;1(Z; <néb) — ‘ > ”€>
I i <J’=1,---,n(LV1J+1) Xici (£1(Z < o) = )| > 5
im sup

n—o0 T‘(lOg n)
log 6 max P (‘ Zgzl (Zi]l(Zi < nd) — Ml)‘ > %)

. j=1, n(lv1]+1)
< limsup

n—o00 r(logn)
lo max IP( I (Z,1(Z < né) — >%)
' gj=1,---,n(Lu1J+1) 11 (Zi( ) — p) >
< 0+ max { lim sup

n—o00 ’I“(lOg n)
log max P g, — Z;1(Z; <nd)) >

lim sup 2=+ (s — 2 )>%) [
n—00 r(logn) = 148"

)

Returning to (4.50), for each fixed k, we can choose § small enough such that —e/146 < —k.
Therefore, we obtain

log P (||}_I§k\| > e)

€
li < ———,—k,—00,—0} = —k
lgl_ilip r(logn) < max{ 1457 T oo}
The conclusion of the lemma follows by considering & — oo. O
Let R{?é {(z1,-+- ,2x) € RE .oy >mg > >y > 0}. Consider the sequence of measures on

R’f defined below: for n € N,

e ((Qf M) ... Dy ¢ ) (4.51)

n n
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In view of (4.9), note that /¥ (-) is the distribution of the jump sizes of J<F.

Proposition 4.2 and 4.3 below will be used in Theorem 4.4, and they prove the sequence of mea-
sure {fin }n>1 (defined in (4.51) and reviewed below) satisfies the upper and lower bound inequality
for extended large deviation, respectively. We start with the following observation.

Define HE 2 {z € Rlﬁ,miﬂ =0} for i € {0,1,2,--- ,k — 1} and H<,g = Rl_ﬁ. Note that each
H 21 is closed.

4.3 Proofs for Section 3.2

Instead proving the above theorem directly, we consider the process S,, defined below, whose jumps,
except for the last one, are uniformly distributed on [0, 1]:

n—1

_ 1
Sp & - > (Zi-E(2) 1y, + - (Z —E[Z])1y (4.52)
i=1
Here Z is a generic random variable of the same distribution as Zy. Uy, --- ,Uy_1 are i.i.d. random

variable uniform on [0, 1].

Similar to (4.9) and (4.10), where jumps in a Lévy process is presented in the order of their
size, we can list the jumps in S, on [0,1) as {Q* (V, ()@ =1,---,n—1}. Here Qx)2P(Z > 1)
and Q* (z)=inf{s > 0: Q(s) < z}. Vi, Va,--- ,Vn—1 are i.i.d. random variables uniform on [0, 1],
with V(q), V(g), -+, V(n—1) being their order statistics in the descending order. Taking this ordered
jump representation into consideration, S, has the same distribution with S, & j,’f + ﬁ,’f where for
te[0,1]:

k
1
e Z o)L, (t) + Hanl{l}(lt) (4.53)
and . .
- 1 &~ -~ 1 - 1
HY(t) & - Z QT (Vi) L, 1(t) — EE [Z] Z Ly, () — EE (Z] 113 (2) (4.54)
i=k+1 i=1
We have the following three lemmas as intermediate results:
Lemma 4.6. For any k € N, recall that RF — {(z1,--- ,21) ERF 2y > 29 > -+ > 125, > 0}. The
sequence of measures {fi, }n>1 on RT defined by
N Q" (V) Q- (Vw)
n n
satisfies the extended LDP with the rate I* : Rl_ﬁ — R given by:
k
() 2 1{; # 0} with = (w1, ,23) € R} (4.56)
i=1

and speed r(logn).

Lemma 4.7. The sequence {JF},>1 defined in (4.53) satisfies the extended LDP on (D, dy,) with
rate function I : D — R given by:

I,(&) & {ZtE(O,l] 1{e(t) # £(t—)}  if € € Dgy,

i (4.57)
00 otherwise

and speed r(logn).
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Lemma 4.8. The sequence of processes {S, },>1 satisfies the extended large deviation on (D, d,)
with the rate function given by (3.8) and speed r(logn).

Lemma 4.6, 4.7 and 4.8 above are in parallel of Proposition 4.4, Proposition 4.1 and Theorem 3.1
in section 3.1, with comparable proof framework but nuances in computation. We will make the
proof of Lemma 4.6, 4.7 and 4.8 succinct and put them in appendix section 4.3.

With the conclusion in Lemma 4.8, we are ready to prove Theorem 3.3:

Proof of Theorem 3.3. Recall the definition of_Wn in (3.7). Incorporating {Q“(V(i)),i =1,---,n—
1} enables a distributional representation of W,:

||®
3\'*

i: [Z])]l[Rz 1]+ (Z _E[ ])]l{l}

and this representation creates a coupling between V_Vn and S,. In the above representation,
(Ry, -+ ,Rp—1) is the random permutation of {1,2,--- ,n — 1} indicating the increasing rank of
(Uy,--+ ,Up—1) appeared in (4.53) and (4.54), i.e U; is the R;-th smallest among {U, -+ ,Up—1}.
This makes the i-th largest jump size Q‘_(V( )) being the R;-th increment of both S, and W w.r.t
time.

According to the definition of J; metric, We have

P(djl(Wn,gn)>€) <IP’< sup ‘——U N >e>

icln—1 M

<P <\/ﬁ sup ‘—Z (U; < x) —x‘ > ﬁe) < 9e~2e%n

zefo,1] i

where the last inequality above is due to Corollary 1 of Massart (1990). This further implies

. log P <dJ1(Wn,gn)) 22n,
lim sup — lim = —0
n—00 r(logn) n—oo 1(logn)

Hence by the corollary 2.1, {gn}nZI and {W,},>1 satisfies the an ‘extended LDP with the same
rate function and speed sequence. Note that the extended LDP of {S,,},,>1 is confirmed by Lemma
4.8. This finishes the proof. O

Proof of Lemma 4.6. It is clear that I* defined in (4.57) is lower semicontinuous on R’f. What’s
left is to verify the lower and upper bound inequalities required in an extended LDP, i.e for any
open set G

log fin, -
i inf 08A(G) S op () (4.58)
n—oo  r(logn) e,
and for any closed set F’ .
lim sup log fin(F) < —lim inf I*(z) (4.59)
n—oo T(logn) €l0 zEF*e

Let’s first show (4.58). Fix a & € G, then & has I*(#) nonzero entries. Using a similar argument
for (4.27) in Proposition 4.2, for m € N, there is f,, : Rii — [=m, 0] such that f,,(z) = 0 and
fm(y) = —m for y € G¢, and we obtain

logf kL€ lOgQ(n)fm(x)ﬂn(dx)
lim inf Ry - < max{lim inf M ,—m} (4.60)
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We try to get a lower bound for the LHS of (4.60). For this purpose, define Dj as a neighbour
of & taking the following form:

I*(z
Ds & ﬁ)[@- — 6,2 + 6] x [0, 5]k T"@)
i=1
Fix Ve > 0, we could choose a ¢ small enough (only dependent on m and €) such that
1. If two nonzero entries Z; # &;, then [Z; — 0, &; + 0] N [Z; — 6, &; + 8] = 0.
2. If 2; # 0, then [&; — §,2; + 0] N [0, 8] = 0.
3. Ds C G (This is possible since G is open)
4. fm(y) > fm(@) —e=0—¢e = —e for y € Ds. (This is possible due to the continuity of f,,).

By the properties 3 and 4 of Dj above, we can use a similar derivation of (??7) in Proposition 4.2
to get :

log [k e_logé(n)fm(x)ﬂn(d@ log [ eQMef, (da i (D
liminf Ry _ > liminf ng6 - fin(de) > —¢+ lim infw
n—0o —logQ(n) o9 —logQ(n) n—oe —logQ(n)
. i (4.61)
According to Ds’s form along with its properties 1 and 2, fi,,(Ds) in (4.61) satisfies:
= Q- (Vi) _ .. . Qe(V(ik(A))) . .
Mn(Dzi) ZIED({T € [1'1 - 67371 + 5)7 T Tx € [xjk(;i,) - 57 xfk(i) + 6)7
N
Vi, -
? 51(])) € [0,6) for j = I*(2) + 1, ,n—l})
n—1 (@) ~ . ~ N ~ n—1-IF(&)
(") T (@utas = 0) ~ Quata +9) - (1~ Q) ,
i=1
and this implies
~ T n—1 I*(&) S A -
1 i—0)— i+ 0
liminfw > 1i Lf)—i— Z lim o8 (Q(n(m )~ Qn(@: + )) + (4.62)
noe —logQ(n) n7e —logQ(n) i e —log Q(n)
@ (11)
—1-1I* log (1 — Q(nd
=1 (@) og (1 - (b)) o)

Note that in (4.63), (I)= 0 due to —log Q(n) = r(logn)(1 + o(1)) and log (”;1) ~ log(n — 1)F ~
klogn; (II)= —I*(&) and (III)= 0 are the limit results (4.95) and (4.96), respectively.

Now, we can combine the inequalities (4.60), (4.61) and (4.63), and since € is arbitrarily small,
we obtain

~ logf K e_IOgQ(n)fm(x)/]n(dl‘)
max{lim inf M, —m} > lim inf Ry

= =~ 2 _jk(‘%)7
n—o0o ]Og Q(TL) n—00 _ IOg Q(n)
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The extended LDP lower bound (4.58) is achieved by letting m — oo and taking infimum over
Ted.
Now we turn to the upper bound (4.59). Let HE, = {z € R]ﬁ, zit1 = 0} and define

I2{ie{0,1,2,--- ,k—1}:d(F,HE) > 0} (4.64)
We borrow the same argument in Proposition 4.3: if the set (4.64) is empty, the upper bound (4.59)

becomes trivial. Otherwise, lim, o infcpe [x(z) = i+ 1 with 4 = max Z. Since d(F, Hiz) > 0, there
is 7 > 0 such that for any x € F, x;41 > r, this implies:

1og]P><( () @*Ezv@))’m@%(v(m) €F>

lim su log fin(F) =1i .
p————= = limsup =
n—oo  — OgQ( ) n—00 —10gQ(7’L)
log P ({Q* (Vigsny) = nr}) log P ({Viss1) < Q(nn)})
< limsup = = lim sup

n—00 —logQ(n) n—00 —logQ( )

—(i4+1) = —lim inf I*(z).

(i4+1) elf(()lxlenFGI (z)

The first equality in the last line is due to the limit result (4.97). This establishes the upper bound
n (4.59). O

Proof of Lemma 4.7. We only prove the extended LDP on (]f)gk, dj, ), as that can be turned to an
extended LDP on (D, dj,) with the help of Lemma 2.3. The conditions to apply Lemma 2.3 are

met, as P (jf;; € ®<k> =1 and H~)<k; is closed.
The rate function I, is lower-semicontinuous, as its level set ¥ ik(c) = ]ﬁkmin{ le) .k} 1s closed. Tt

remains to show the extened LDP’s lower bound: for any G as a subset D¢, and open

log P (jﬁ € G)
liminf ————* > f1 4.
s r(logn) - 5120 [k(6) (4.65)

and extended LDP’s upper bound: for any F' a subset ng and closed

log P (j,{f c F)
li _— 2 < i f I 4.
msup — ) im inf 7, (¢) (4.66)

(Here F€ is the set {n € Dey, : dj, (n, F) < €}).

For the lower bound (4.65), we discuss the following two cases:

Case 1: If ¢ has j jumps for some j > k and all those jumps fall on (0,1). In such case,
&= Z{Zl x;1,, 1) with z;’s being the jump sizes of non-increasing order and u; € (0, 1) being the
corresponding jump times. We construct a neighbourhood of £ of the following form

k k
Cs & {77 = ilpuy el €Dy = (1 uen) € (J]Y) NRE) X Vi,
i—1 i=1
k
w=(wy,w) € [[wi, } (4.67)
=1
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with the sets Y;’s and W;’s defined as below

v @ 0@ +8) =1 weo— W0 8) =1,
" 110,6) i=j+1,- k41’ Tl = Swt+8) =41,k

In the above, w* is a fixed time that does not belong to {u1,--- ,u;}. It is not hard to see for any
neCsdy(&mn) < (k+1)d is satisfied, hence we can make Cs € G by choosing ¢ small.
Based on Cs € G, we have

P(jkEG> ZIP’(j’“ng)
= (i k Ly, ) + Z 1y 605)

~ k
_ ((Q ( )’ ._7Q (V(k))>G(HE)OR{%)P(%GY’H‘l)P((Ul"”’Uk)GB)

n n
=1

k
= ﬂn((H Yi) N Rlﬁ) -P(Z, <nd) - Const.

Therefore,

logP (jff € G)
lim inf
n—00 r(logn)
> lim ing 208 (({Liz Yi) O RY) + log P (25 < nd)
I [l k YZ' mRki 1 1— ~ 5
= lim inf 8 Mn((szl ) +) + lim inf og( Qn ))
n—00 ’I”(lOg?’L) n—00 T(logn)

> — inf I"(z) + 0> —I%((z1, - ,25,0,--+,0)) = —j = —L;(€). (4.69)
ze([Tf-, Yi)nRE

(4.68)

Note that to lower bound two limit terms in from (4.68), we use the conclusion from Lemma 4.6
such that {fi, }n>1 satisfying the extended LDP, and the limit results (4.96). The second inequality

in to (4.69) holds due to (z1,---,x;,0,---,0) € ([T, ¥;) N RE".
Case 2 If € has j jumps for some j > k and one of those jump occur at t = 1. In such case,
&= ZZ 1 Zilpy, 1) + 251y with @1,--- 21 being the jump sizes of non-increasing order. We

construct the set Cs as (4.67), but modify Y;’s and W;’s definitions as below

)/;Z: 075 ‘:.7"'7k
[0,6) t=17 3=6,3+08) i=j--,k

.
(xj—é,xj—l—cS) i=k+1

Similar to the case 1 above, Cs in this case is a neighborhood of £ and we can choose § small
enough to make it as a subset of G. By the extended LDP of {/i }>1 and (21,--- ,2;-1,0,---,0) €
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(H;C:l Yi) N R’f, we can conclude

log P (jff € G) log P <J~,’§ € C'g)

lim inf — 7 > lim inf
im0 r(logn) = e r(logn)
s o dog i (T Yi) NRYY) +1ogP (%2 € Vi) +logP ((Us,- -, U) € B)
~ oo r(logn)
log ii, (ANRM) +1 o ,
> lim jnf (08An(ANRY) +log P (nfz; — 0) < Zn < n(z; +9))
n—00 r(logn)
log in (4 N R log (Q(n(x; — ) — Qn(x; + 3)))
> lim inf 2 4 liminf 2 2 (4.70)
n—00 T(log n) n—oo r(log n)
> = inf fk(a?)—lZ—jZ—fk((xl,---,wj_1,0,~-,0))—1:—fk(§).

ze([TE, YonRY!

Note that the second limit term in (4.70) equals -1 is due to the limit result (4.95). Combining the
two above cases yield

log P (j,’j € G) ~
Iiminf ——m——% > -]
prie r(logn) > ~Ix($)

and the lower bound (4.65) is established by taking supremum over all £ € G.

Now we turn to prove the upper bound (4.66). If the closed set F' contains the zero function,
then lim, | infee pe I, (€) = 0, and the upper bound (4.66) is trivial. Hence we consider F' that does
not contain the zero function and define

i* = max{j € {0,1,2,---k — 1},: dy,(F, D<j) > 0} + 1 (4.71)
Based on this definition, F' is bounded away from ®<i*—1, which implies

lim inf I;,(€) =4 4.72
im inf, k(§) =i (4.72)

Also, paths in F has at least i* jumps, and due to dj, (F, Dgi*_l) > 0, we can find some r > 0 such
that paths in F' should have their ¢*-th largest jump size no smaller than r.
Clearly, F' can be represented by Fj U Fy, where

Fy ={£ € F,£(1) — £(1-) does not belong to ¢'s i* largest jumps sizes}
Fy={£ € F,&(1) — £(1-) belongs to £'s i* largest jumps sizes}.

Therefore,
log P (jff € F) log P (jff € Fl) log P <J~Tkj € Fg)
limsup ——————* = max { lim sup ,lim sup } (4.73)
00 r(logn) N0 r(logn) oo r(logn)

@ (1D
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For the term (I), we have

log P (j,’f e Fl) log P (% SF QT (Vi) + 221y € F1>

li —lims
el r(logn) Hm sup ogm)
log P (QH(V@*)) >nr,Z e Ry,U; € (0,1) fori=1,--- ,k)
<limsup
n— o0 r(log n)
I log IP (Q<—( 5) > nr) y log P (V(i*) > Q(ma)) )
=, r(logn) = r(logn) =—1i.
(4.74)
For the term (II), we have
logP (ﬂf € F2> logP (% ZZ L QF Vi) lwon + 2214y € F2>
lim sup =lim sup
e r(logn) n—00 r(logn)
logP <QF(V(1'*,1)) >nr,Z >nr,U; € (0,1) fori=1,--- ,k>
<lim sup
22 (VW_U - Q(W)> . logQ(nr) _ (@ —1)—1=—¢*
T nSseo r(logn) nsoo r(logn) =

(4.75)

Note that in line (4.74) and (4.75), we use the limit result (4.94) and (4.97) with the fact —log Q(n) =
r(logn)(1+ o(1)).
Combining the calculation for (I) and (II), (4.73) becomes

log P (jjg c F2>

I < i
lfflsiip r(logn) =
With (4.72), the upper bound (4.66)is established. This finishes the proof. O

Proof of Lemma 4.8. Since S, and S, has the same distribution, we will infer the extended LDP
of {S }n>1. For this purpose, we apply the approximation lemma 2.1. As the extended LDP of
{JF},>1 is confirm by Lemma 4.7, it remains to verify Lemma 2.1’s conditions (2.4), (2.5) and
(2.6), with Iy, I, J*, S, r(logn) being Iy, I, V¥ X,, a, according to Lemma 2.1’s notations.

Since I,(-) > I(:) on ID), the condition (2.4) is clearly met. In Theorem 3.1, we have shown the
condition (2.5) is satisfied w.r.t I, and I71. Here, we use the same argument the condition (2.5) is
satisfied w.r.t I, and I holds. To see the condition (2.6) is satisfied, note that

P (dJl(S*n, JEY > e) <P (||ﬁ1k|y > e)

= (H Z QT (V, )L, 1 — *E ZI[UZ,l - *E [Z] Ly >€>

i=k+1

1 n—1 _
_P<Hn Z Q™ (Viy) L, 1) —*E ZI[UZ,l 6)

i=k+1

1 €
P(I1E@101>5).
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It’s clear the term P (|| 1E [Z] 113]loo > §) becomes zero for large n. For such large n and any fixed
0 <6 < 5z, we have

P (ds, (Sn, JF) > €
1

n— n—1
1 ~ 1 € =~
<P (Hn QT (Vi) lw.a — E[Z] > Iyl > 7@ (Vwy) 2 n5>
i=k+1 i=1
1 n—1 ~ 1 n—1 e -
+P (Hn Q" (Vo) L,y — ~E[Z] > Iyl > 7 Q" (Vwy) < n5>
i=k+1 i=1
<P <Q<_(V(k)) 2 ”5>
1 n—1 ~ 1 n—1 e -
+P (Hn Z QT (Vi) .1 — EE [Z] ZI[Ui,l]” > 57Q<_(V(k)) < n5> . (4.76)
i=k+1 i=1
Let Zi,--- ,Z),_; be n—1 independent copies of the generic random variable Z and P, _,(-) be a ran-
dom permutation on {1,--- ,n — 1} such that Z/ (D) is the i-th largest item among Z7,---,Z/ _;.

Since Q“(V(l)), e ,Q“(V(n_l)) has the same distribution of the ascending order of Z1,--- , Z/ _,
the second term in (4.76) can be further upper bounded by:

J _ ne
P (j_max ‘Z (Zi1{P,_(i) >k} —E[Z2])| > Ex ;37’171(@ < n5>

_11 ,TL—l .
i=1

J
/ / . ne _,
gp(j max Z(Zill{Pn_l(z)>k}—E[Z])>?, - (k)§n5)+

=1, ,n—14
i=1

J
. ne
P (j max Z (E Z] — Z;1{P,_,(i) > k}) > o ;Dfl,l(k) = n6>

=1, ,n—14%
=1

J
PO ne
<P (jll,n--a,}fz—lz (Z{1{Z{ < né} —E[Z]) > 2) +

=1

J
/ !/ ne
P <j:f1..afq§1; (E[Z] - Z{1{Z] < né}) + ndk > 2) .
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With the above upper bound for the second term in (4.76), we have

logP (dJI(S’n, Jk) > e)

lim su
n_wop r(logn)
log P (Viyy < Q(nd))
< max { lim sup ,
N0 r(logn)
log P (j:1m--a)1§1 g:l (Z/1{Z] <né} — EZ) > ”;)
lim sup L )
n—o0 T(IOg n)

logP ( max g:l (EZ — Z[1{Z] < né}) > n(§ — k:5)>
=1, n—1

li — 4.
lﬂsogp r(logn) } (4.77)
= max{—k, ——, —oo}. (4.78)
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To achieve (4.78) in the above, we have used the limit result (4.94), Lemma 4.4 and Lemma 4.5
respectively to bound the three limsup terms in the (4.77). We can choose arbitrary small § to
make the value in 4.78 to —k, and letting & — oo confirms the condition (2.6). This finishes the
proof. O

4.4 Proofs for Section 3.3

We start with a lemma that will be useful.

Lemma 4.9. If the extended large deviation upper bounds hold for X,, and Y,, with rate functions
I and J, respectively, and suppose that

F2 ()(CpnxY)U(X x Dp,) (4.79)

1

D

where M is a finite integer, and C,, C X and D,, C Y are not necessarily closed sets. Suppose that
X, and Y, satisfy the extended LDP with the rate functions I and J. Then the extended LDP
upper bound w.r.t. F holds for (X,,,Y;) with the rate function K(z,y) = I(z) + J(y), i.e.,

limsupa, 'P((X,,Y,) € F) < —lim inf K(z,v)

n—00 €0 (z,y)eFe

Proof of Lemma 4.9. Note that

F= ( N Cux N Dm>. (4.80)
milym=1

e{0,1}M  m:lpy,=0
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Therefore,
limsupa, ! logP((X,,Yy) € F)
n—oo
= limsupa,, ' log Z P(Xn € ﬂ C’m) -P(Yn € m Dm)
oo te{0,1}M Sy a— milm—=1
<  sup limsup a,, ! logIP(Xn € ﬂ Cm) ‘IP’(Yn € ﬂ Dm)
Le{0,1}N n—00 Ml =0 mlpy,=0
= sup —lim inf (z) — lim inf ()
ZE{OJ‘}N 0 e ( nmzém:O C"”) 0 € ( ﬂm:fm:1 D7”)
= —lim inf inf (x) + J (=)
e—0¢e{0,1}N (z7y)€(mm:em:0 Cm) X(mm:em:1 D,
=—1 inf I(z)+J
i ik 1)+ I0)
O

Now we are ready to prove Proposition 3.1.
Proof of Proposition 3.1. By induction, it is enough to show this for d = 2. To ease the notation,

we will denote X with X,,, X2 with Y;,, X1 with X, X® with ¥, IV with I, I® with J, and

I with K.
For the lower semicontinuity of K, note that the sublevel set of K can be written as follows:
Pr(a) 2 {(z,y) € X xY: K(z,y) < a}

:ﬁn[j{xeX:I(x)<:a}x{yeyiﬂy)<

wy (2220)

n=1m=0
Uy (%a)

which is closed since I and J are lower semicontinuous, and each of the unions involve only finite

number of closed sets.
For the lower bound of the extended LDP, given an open set G C X x Y and its element
(z,y) € G, there exist open neighborhoods Gy C X and Gy C Y of x and y such that Gy xGy C G.

liminf a, ' log P((X,,Y,) € G) > liminfa, ' logP(X, € Gx) - P(Y, € Gy)
n—oo n—oo
= liminfa,!logP(X, € Gx)+ liminf a, ! logP(Y, € Gy)
n—oo n—oo
> — inf I(2') — inf I(y/
== b 1) = mf 1)

= _K(J}?y)

(4.81)

Taking infimum over (z,y) € G, we arrive at the desired lower bound.
For the upper bound of the extended LDP, we introduce a few extra notations. Let Z = {I(z) :
r X}, JE2{J(x): 2 €Y}, and K 2 {K(z,y): 2 € X,y € Y} denote the ranges of I, J, and K.

Fix an FF C X x Y and set
K £lim inf K(z,y)
€0 (z,y)EFe
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If £ = 0, then the extended LDP upper bound is trivially satisfied, and hence, we assume w.l.o.g.
k > 0. From the assumption (iii), there exists the largest element k& € K such that k < k’. Note
also that
V()= |J  0) x 9,0)
(i,)eB(k)
where B(k) = {(i,j) € Zx J : i+ j < k}. Note also that (4.81) implies that there exists 6 > 0
such that d(F, Vg (k)) > 6. This, in turn, implies that

FC(XxV)\ (Tx®)’ = N ((X\\I/I(z‘)5) X y) U (X X (y\\I/J(j)5)>.

(i,5)eB(k)

From this and Lemma 4.9, we get

.. _ .. _ é
lim inf a,tlogP((X,,Y,) € F) < lim inf a, logP((Xn, Ya) € (X x V) \ (Tk(k))?)

< —lim inf K(x,y) < —k.
Y @ y)e (VN (T (k)°)

Since —k < —k' = —lime 0 inf(, e pe K (7, y), this implies the extended LDP upper bound:

liminf a, ' logP((X,,Y,) € F) < —lim inf K(z,y).

n—oo e—0 (z,y)EF€

4.5 Proofs for Section 3.4

Proofs of Lemma 3.1. Suppose that n € @gl. It is sufficient to show that n ¢ F. We start with
the following observations:

(1) If € € F,, then &(3) >logn — svip1 — %n_% In particular, (1) > 1 for any ¢ € F.

2) If £ € F,, then £ has a jump between (2, 1] of size no smaller than 1p=3
( ; jump 1 3

Note that since (1) implies that F},’s are bounded away from the zero function. Therefore, we will
focus on the case n # 0 w.l.o.g. This allows us to write = 21, ;) for z > 0 and v € [0,1]. We
conclude the proof by considering the two possible cases—v € (1/2,1] and v € [0, 1/2]—separately:

Suppose that v € (1/2,1]. For any & € F, set z £ (£(1/2),1/2) € T'(§). From (1), we can easily
check d(z,T(n)) > v — 1/2. From this and Lemma 2.1, we have dary(n,€) > v —1/2. Since this is
true for any ¢ € F, we conclude that n ¢ F.

Suppose that v € [0,1/2]. We will proceed with proof by contradiction. Suppose that n € F so
that there exists a sequence &, € F' such that dyy (&n,m) — 0 as n — co. We claim that &, € F,,
for some m,, such that m, — oo as n — oo. To see this, recall (2) and the fact that 7 is constant
between 1/2 and 1. Therefore, Lemma 2.2 implies that dry (&n,m) is bounded away from 0 if the
claim doesn’t hold. On the other hand,

1 1 -1
pag (6n) 2 A((60(1/2),1/2),T(w)) > 60(1/2) — 2| > logmy — Svrpus — gma® =2 = oo,
where the second inequality is from Lemma 2.1 and the third inequality is from the claim. This is
contradictory to our earlier assumption, and hence, n cannot be in F.
]
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Proof of Lemma 3.2. Based on the Lévy-Ito decomposition (3.1), X, has the following distribution
representation:

X, 27, +H, (4.82)
where
L2221 [ el nt x dz) (4.83)
" J1,00)
H,(t) 2 aB(nt) + 1/ a:(N([O,nt] x dz) — ntv(dz)) — t/ xv(dx) (4.84)
n n J(0,1] [1,00)

Since J,, and H, are independent, we have

log P (X'n € F) log P (X'n € Fn) log P (jn € B,, H, € C’n)

lim su > lim su > lim su
n_wop r(logn) - n_wop r(logn) - n_wop r(logn)
logP (J, € By,) +logP (H, € C,
> lim sup g ( n n) g ( n n)
N 00 r(logn)
~ limsup logP (J, € By) g o8P (Hn € Cy) (4.85)
nvoo r(logn) n—oo  r(logn) ' '

@ (1)

Due to Lemma 4.10, we have (II)= 0. To evaluate (I), recall Q;; (-)’s definition in (4.7) and N’s
representation in (4.8). J, has the following representation.

Tn(t) = Q5 (Ti)L1,00) (@5 (Ti) L, 1y ()
=1
Here I'; = Y1 4+ --- 4+ Y; and Y}’s are i.i.d. Exp(1) variables. From the definitions of A4,, and B),’s in

(3.14) and (3.15),

{v1 € (Qn(n-2logn),Qn(nlogn)],Ys € [0,Qn(n - n_%) — Qn(nlogn)),U; € (-, 1],U2 € (%, 1]}
C {¥1 € (Qn(n-2logn),Qn(nlogn)],Y1 + Yz € [0,Qn(n - n*%)],Ul € (-, 1],Ug € (-,1]}

4’
“(y. —(Y; LY 3
C {Q"T(Ll) € [logn,2logn) and Qn(;w € [”_%700)7[]1 € (Evi]’(b € (U}

47
c{n(J,) € Ay} = {J, e 7 1(A,) = B,}.
where the second inclusion is due the fact that ¢ € (Qn(b), Qn(a)] if and only if Q5 (c) € [a, b) for
any ¢ and b > a > 0. Therefore, the term (I) by can be lower-bounded as below:
logP (J,, € By)

lim sup

n—00 r(logn)
logP (Y1 € (Qn(n-2logn),Qn(nlogn)]) + logP (Yg € [0,Qn(n - n_%) — Qn(nlog n)))

> lim sup

n—o0 r(logn)

1 Qn(nlogn) Qn(n%)an(n log n)

= lim sup [ log/ e dy, + log/ e*deyg}

n—r00 r(log n) Qn(n-2logn) 0

2
n—oo  r(logn) n—00 r(logn) n—00 r(logn)

[\

~~

(I11) (f{/) V)
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Now we are left with identifying (III), (IV), and (V). Note that due to (4.90) of Lemma 4.11,

(1) = fim @n(nlogn) r(log(nlogn))

=0.
n—oo r(log(nlogn)) r(logn)

On the other hand,
log (cn6+1 (log n)ﬁef)\(log n+loglogn)Y _ cn(n -2log n)ﬁef/\(log n+log -2 log n)”)

(IV) = lim

n—oo r(logn)
1 1)1 log 1 — (1 log1 v

_ iy 08t (Bt Dlogn + Sloglogn — A(logn + loglogn) (4.86)

n—00 r(logn)

log (1 _ 256)\(10g n+loglogn)Y—A(log n+log log n+log 2)7)
+ lim (4.87)
n—00 r(logn)

=1,

since (4.86) is obviously —1 and (4.87) is 0 as A(logn + loglogn)? — A(logn + loglogn + log2)Y
tends to —oo as n — oo. Finally,

1og (Qn(n3) — Qu(nlogn))

V)= 1
(V) 00 r(logn)
i log (Cn%ﬂ-&-le—)\(%)"/r(logn) — enBtl (log n)ﬁe—)\(logn—i-log logn)w)
= oo r(logn)
i log (cn%ﬁ+1ef)\(§)7r(logn)) +log (1 — n%ﬁekr(logn)((ﬁ) (1+1°ﬁf§i”)7))
~ il r(logn)
2 2
~ lm logc+ (584 1)logn — A(5)7r(logn) +0= _(2)7 S 1.
n—o0 r(logn) 3
This concludes the proof of the lemma. O

Lemma 4.10. For C,, in (3.16) and H,, in (4.84),
log P (H'n € Cn)

i =0
i v r(logn)

Proof. 1t is enough to shows that P (ﬂn ¢ Cn) — 0 asn — oo.

]P(FlngéCn):IP(sup H () + togun| > ~ 1)

te[0,1] 3n3

=P + 1/ x(N([O,nt] x dz) — ntv(dz))| > 1%
tE[O 1] n (0,1] 3n3
" 2 1 4
=P| sup (aB +/ z(N([0,nt] x dz) — ntl/(da:))> > —n3
telo, 1] (0,1] 9
- 2
{ 0 BE: z(N([0,n] x dz) — ntv(dz))) }
1
g7
nE | (aB(1) + fio1) 2 (N([0,1] x do) — tw(d2)))*]|  const
= P — R
lns n3
where the inequality is due to the Doob’s submartingale inequality. O
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4.6 Supporting lemmata
4.6.1 Asymptotic limits associated with @,, and Q

This section covers several limits associated with @, and Q Recall v satisfies Assumption 1 and
Qn(x) = nv[z, 00) for z > 0.

Lemma 4.11. The following asymptotics hold:

nlggo Qn(nz) =0 (4.88)
. Qn(nz)

nangO rlogn) (4.89)
- log Qn(nx)

lim log (Qn(n21) & Qn(n2)) =—1for 0 <z <2 (4.91)

n—00 r(logn)
, 1ogIP’(FZ- < Qn(nc)) Iy

nlgrolo ~llogn) =— (4.92)

Proof. The first three (4.88), (4.89), and (4.90) are trivial. For (4.91),

. log (Qn(n@1) £ Qn(nzs))
im
n—o0 r(logn)
. log (nexp(—r(lognz1)) £ nexp(—r(log nzs))

= lim

n—00 r(logn)

log (n -exp (= r(lognz)) - (1 £ exp {r(lognz1) — r(log narg)}))

= lim

n—o0 r(logn)
~ i log (exp ( — r(lognz1))) + lim log (1 + exp {r(log nz1) — r(log na2)})

n—oo r(logn) n—oo r(logn)
=1

Note that the last equality holds because limy, oo (r(lognz1) —r(log nzs)) = —oc. For (4.92), recall
that I'; follows the Erlang-i distribution, and hence,

i logP (I < Qu(nc)) _ i log (3 [y n(ne) s'le *ds) g log ( f, n(no) si_le_sds)'

n—00 r(logn) n—00 r(logn) n—00 r(logn)

(4.93)
Note that since @, (nc) | 0 as n — oo,

1 i 1 Qn(nc) . Qn(nc) . Qn(nc) . 1 i
—(Qn(nc)) < / s ds < / sle 8ds < / s lds < f(Qn(nc))
2Z 2 0 0 0

?

for sufficiently large n’s. Combining this with (4.93), we arrive at (4.92) as follows:

log (fOQ”(nC) si_le_sds> log ((Qn(nc))z)
lim = lim .
n—00 r(logn) n—00 r(logn)
The last equality is due to (4.90). O
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We assume the tail of the random variable Z satisfies Assumption 2 and Qz) =P(Z>z)~
exp(—r(logx)). The limit results in terms of @ is listed in the following lemma:

Lemma 4.12. For x > 0 and ¢ € N,

log Q(na)
n—oo — IO%Q(TL)

lim log(Q(n1) _
n—00 _ IOg Q(TL)

. =0 (4.96)

=1 (4.94)

=—1forxzy >z >0 (4.95)

logP (Vi1 < Q(na))
lim -
n—00 _ IOg Q(n)

Proof. The result (4.94) is similar to the result (4.90), more specifically:

< —(i+1) (4.97)

log Q(nz) ~ lim logc + Blogn + Blogz — A(logn + log x)?

n—oo — log Q(n) n—00 —logc— Blogn + Alog®n
—A(1 1 2 1 2
— lim “Og”g BT _ yim —<1+ ng) — 1
n—00 )\log n n—00 logn

The result (4.95) is immediate from the result (4.91) if we realize the quantity Q(nz) and Q,(nx)
only differ with a factor of n, thus after taking the log, its effect is negligible.

For the result (4.96), we have the function log(1 — z) around x = 0 takes the form —z + o(x),
hence the term

_ S . B ,—Xlog?(nd)
m nlog(1l Q(naz)) ~ lim nQ(rzé) — i " c(nd) 62 _o

For the last result (4.97), we have V{;;) following the Beta(i 4+ 1,n — i — 1) distribution which

is of the density %yz(l —4)""=2 hence

~ logP <V(i+1) < Q(nm)) ‘ log " skt (1 — y)" = 2dy
lim = lim sup

n—00 —log Q(n) n—o0 —log Q(n)
Q nr I'(n—1 i
. log [ ) F(i—l—l)(F(n—)i—l)y dy
< lim sup =
n—o0 —logQ(n)
I'(n—1 i
~ Jimsup log I‘(i+1)F((nfif)1)(i+1) Q" (nr)
n—00 — log Q(n)
I'(n—1) . ~
o BTG | (4 1) log Q(nr)
oo —log Q(n) n=oe —log Q(n)
=0—-(+1)=—-(+1)
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4.6.2 Basic concentration inequalities

This section reviews two well-known concentration inequalities.

Lemma 4.13. [Etemadi’s inequality] Let X1, --- , X}, be independent real-valued random variables
defined on some common probability space, and let z > 0. Let Sy denote the partial sum S, =
X1 4+ Xi. Then

P < max |Sg| > 3:1:> < 3 max P(|Sk| > z)
1<k<n 1<k<n

Lemma 4.14. [Bernstein’s inequality] Let X1, - - - , X, be independent real-valued random variables
with finite variance such that X; < b for some b > 0 almost surely for all i < n. Let § =
S (Xi —E[X;]) and v = Y"1 | E [X?], then for any ¢ > 0

t2
P(Szt)éexp{‘m}
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