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Abstract

For a class of additive processes driven by the affine recursion $X_{n+1} = A_n X_n + B_n$, we develop a sample-path large deviations principle in the $M_1'$ topology on $D[0,1]$. We allow $B_n$ to have both signs and focus on the case where Kesten’s condition holds on $A_1$, leading to heavy-tailed distributions. The most likely paths in our large deviations results are step functions with both positive and negative jumps.

1 Introduction

Let $X_n$, $n \geq 0$, be such that $X_{n+1} = f_{n+1}(X_n)$, where $f_n$, $n \geq 1$, are i.i.d. random functions of the form

$$f_n(z) = A_n z + B_n \quad (1.1)$$

for a sequence of i.i.d. $\mathbb{R}^2$-valued random vectors $(A_n, B_n)$. Define $\bar{X}_n = \{\bar{X}_n(t), t \in [0,1]\}$, with

$$\bar{X}_n(t) = \sum_{i=0}^{\lfloor nt \rfloor - 1} \frac{X_i}{n}. \quad (1.2)$$

The Markov chain driven by (1.1) has been studied extensively in the past several decades and continues to pose new research challenges, see Buraczewski et al. (2016) for a comprehensive account. The study of additive processes of the form (1.2) generated by (1.1) is much more recent and less well developed.

The focus of the present paper is on sample-path large deviations of $\bar{X}_n$, assuming the invariant distribution of $X_n$ has a heavy tail. Classical theory initiated by Donsker and Varadhan (see, for example, Donsker and Varadhan (1975, 1976)) provides powerful tools designed to study large deviations for additive functionals of light-tailed and geometrically ergodic Markov chains. More recent contributions in this area include Kontoyiannis et al. (2003); Kontoyiannis and Meyn (2005). Analogues of these results in a heavy-tailed setting do not seem to be available.

To put our results further into context, we give more details about our setting. We consider a set of classical assumptions (see Assumption 2.1 below), which can be found in Kesten (1973) and Goldie (1991). Under these assumptions, the Markov chain $X_n$, $n \geq 0$—regardless of its initial state $X_0$—has a unique stationary distribution $\pi$, for which we have

$$\pi(x, \infty) \sim c_+ x^{-\alpha} \quad \text{and} \quad \pi(-\infty, -x) \sim c_- x^{-\alpha}, \quad \text{as } x \to \infty, \quad (1.3)$$

for some $c_-, c_+$ satisfying $c_- + c_+ > 0$. 
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The investigation of tail estimates of one-dimensional random walks with heavy-tailed step size was initiated in Nagaev (1969), Nagaev (1978), who studied the sequence $x_n$ for which
\[ P(\hat{S}_n/n > x) = nP(\hat{S}_1 > x_n)(1 + o(1)), \quad \text{as } n \to \infty, \quad (1.4) \]
holds, where $\hat{S}_n$ is a random walk with i.i.d. heavy-tailed increments. For a detailed description of the large deviations regime we refer to e.g. Borovkov and Borovkov (2008), Denisov et al. (2008), and Foss et al. (2013). When (1.4) is valid, the so-called principle of a single big jump is said to hold. As a generalization of (1.4), a functional form has been derived in Hult et al. (2003), where random walks with i.i.d. multi-dimensional regularly varying (cf. Definition 1.1 of Hult et al. (2003)) step sizes are considered.

On the other hand, a significant number of studies try to answer the question of if and how the principle of a single big jump can be extended to the case where there is a certain dependence structure in the increments. Key references are Foss et al. (2007), Hult and Lindskog (2007), Mikosch and Samorodnitsky (2000), where stable processes, modulated processes, and stochastic differential equations are considered.

For autoregressive processes of the form (1.1), heavy tails can emerge even if both $A_i$ and $B_i$ are light-tailed, which makes the analysis more challenging. Kesten (1973) and Goldie (1991) show how large values of $X_n$ occur due to large fluctuations of the products $A_1 \cdots A_n$, see Collamore and Höing (2007), Buraczewski et al. (2013) for more recent work in this direction. Extensions of Nagaev’s classical one-dimensional large deviations estimates to additive processes of the form considered in this paper have been provided in Mikosch and Wintenberger (2013, 2016), who also consider more general examples of driving functions $f_n$. The principle of a single big jump is still valid, but the pre-factor in (1.4) may differ due to clustering effects.

So far, all results cited center around the phenomenon where rare events are caused by a single big jump. However, not all rare events are caused by this relatively simple scenario. Various studies investigate rare events that are caused by multiple jumps using ad-hoc approaches, see Foss and Korshunov (2012), Zwart et al. (2004). In a recent paper, Rhee et al. (2019) provide sample-path large deviations results for Lévy processes and random walks with regularly varying increments, which deal with a general class of rare events that can especially be caused by multiple jumps. For further examples see Chen et al. (2019).

The main goal of this paper is to extend the results of Rhee et al. (2019) to the Markov-additive setting (1.2), instigating a theory that parallels the classical literature on the light-tailed case. While our approach builds upon the results in Rhee et al. (2019), its extension is far from routine, though our first step is natural: we first identify a sequence of regeneration times $r_n$, $n \geq 1$ (see Athreya and Ney (1978)), and split the Markov chain into i.i.d. cycles. By aggregating the trajectory of $X_n$ over regeneration cycles, we obtain a regenerative process with i.i.d. jump distributions and $r_n$, $n \geq 1$ as renewals.

Under a set of assumptions originating from Kesten (1973) and Goldie (1991), we establish our first main technical result, which is that the “area” under a typical regeneration cycle, denoted by $\mathcal{R}$ (see (5.2) below), has an asymptotic power law. To be precise, we have
\[ P(\mathcal{R} > x) \sim C_+ x^{-\alpha} \quad \text{and} \quad P(\mathcal{R} < -x) \sim C_- x^{-\alpha}, \quad \text{as } x \to \infty, \quad (1.5) \]
for some constants $C_-, C_+$. This is closely related to a result of Collamore and Höing (2007), though our argument is different, developed in a two-sided setting and can be extended to more general recursions, cf. Chen (2019).

Using the tail estimates (1.5), we present in Sections 3.2 and 3.3 large deviations results for $X_n$ as in (1.2). We achieve this by introducing a new asymptotic equivalence concept (see Lemma 2.3 below), which, together with the decomposition in cycles, allows us to build a bridge between our problem and the one studied Rhee et al. (2019). In the latter paper, the Skorokhod $J_1$ topology is used. However, showing that the residual process (i.e. the contribution of the cycle going on at the endpoint of our interval) is negligible in its contribution to $P(X_n \in E)$ is not straightforward, especially when the increments of $X_n$ are dependent as in the current setting. To overcome this, we switch to a slightly weaker topology, namely the $M_1$-topology on $\mathbb{D}[0,1]$ (as defined in Bazhba et al. (2020), see also Section 3.2 below), and derive asymptotic estimates of events involved with the “area” under the last ongoing cycle. This choice of topology is crucial as it allows many light-tailed jumps, occurring within a cycle, to merge into a single heavy-tailed jump.
Our main sample-path large deviations results are presented in Section 3. For the case where \( B_n \) as in (1.1) is nonnegative, our result establishes that

\[
C_{\mathcal{J}}^*(E^0) \leq \liminf_{n \to \infty} \frac{\mathbb{P}(X_n \in E)}{(n\mathbb{P}(R > n))^\gamma} \leq \limsup_{n \to \infty} \frac{\mathbb{P}(X_n \in E)}{(n\mathbb{P}(R > n))^\gamma} \leq C_{\mathcal{J}}^*(E^-). \tag{1.6}
\]

Precise details can be found in Section 3.2 below. At this moment, we just mention that \( C_j \) is a measure on the Skorokhod space, and \( \mathcal{J}^* \) denotes the minimum number of jumps that are required for a nondecreasing, piecewise linear function with drift \( EB_1/(1 - EA_1) \) to be in the set \( E \). In Section 3.3, we develop a two-sided version of this result. While we restrict to the case of affine functions in (1.1), the methods developed in this paper can be applied to more general recursions, in which \( f_n(z)/z \to A_n \) as \( z \to \infty \); we refer to Chen (2013) for details.

This paper is organized as follows. In Section 2, we introduce some useful tools for future purposes. We present our main results in Section 3. In Section 4, we present an application of our large deviations result. Sections 5–7 are devoted to the proofs.

## 2 Preliminaries

We start by introducing a regularity condition.

**Assumption 2.1.** The random vector \((A_1, B_1)\) satisfies

1. \( A_1 \geq 0 \) a.s. and the law of \( \log A_1 \) conditioned on \( \{A_1 > 0\} \) is nonarithmetic.
2. There exists an \( \alpha \in (1, \infty) \) such that \( E A_1^\alpha = 1 \), \( E A_1^{\log^+ A_1} < \infty \) (where \( \log^+ x = \max\{\log x, 0\} \)), and \( E |B_1|^{\alpha + \epsilon} < \infty \) for some \( \epsilon > 0 \).
3. \( \mathbb{P}(A_1 x + B_1 = x) < 1 \) for every \( x \in \mathbb{R} \).

The conditions in Assumption 2.1 imply that \( E \log A_1 < 0 \) and \( E \log^+ |B_1| < \infty \), and hence (see e.g. Theorem 2.1.3 of Buraczewski et al. (2016)), the Markov chain has a unique stationary distribution, denoted by \( \pi \). Moreover, Kesten (1973) and Goldie (1991) showed there exist constants \( c_+, c_- \) satisfying \( c_+ + c_- \in (0, \infty) \) such that,

\[
\pi(x, \infty) \sim c_+ x^{-\alpha} \quad \text{and} \quad \pi(-\infty, -x) \sim c_- x^{-\alpha}, \quad \text{as } x \to \infty. \tag{2.1}
\]

A natural question is whether \( c_+ > 0 \) and/or \( c_- > 0 \) in our setting. In Guivarc’h and Le Page (2015), this problem has been addressed; using algebraic methods, sufficient conditions are developed that depend on the support of \((A, B)\).

### 2.1 Background from Markov chain theory

We review some concepts from Markov chain theory. We begin by introducing two conditions on general Markov chains. A Markov chain on some general state space \((S, \mathcal{S})\) with transition kernel \( P \) satisfies a drift condition \((D)\) if

\[
\int_S h(y) P(x, dy) \leq \gamma h(x) + \rho 1_{C}(x), \quad \text{for some } \gamma \in (0, 1), \tag{D}
\]

where \( h \) takes values in \([1, \infty)\), \( \rho \) is a positive constant, and \( C \) is a Borel subset of \( \mathbb{R} \). Moreover, we say that a \( \phi \)-irreducible Markov chain on \((S, \mathcal{S})\) with transition kernel \( P \) satisfies a minorization condition \((M)\) if

\[
\theta 1_{C_0}(x) \phi(E \cap E_0) \leq P(x, E), \quad x \in S, E \in \mathcal{S}, \tag{M}
\]

for some set \( E_0 \subseteq S \), some set \( C_0 \) with \( \phi(C_0) > 0 \), some constant \( \theta > 0 \), and some probability measure \( \phi \) on \((S, \mathcal{S})\).
Remark 1. If the minorization condition $[\mathcal{M}]$ holds for some general Markov chain $\{X_n\}_{n \geq 0}$ with transition kernel $P$, then (see e.g. Athreya and Ney (1978)) there exists a sequence of strictly increasing random times $r_n$, $n \geq 1$, such that $\{X_n\}_{n \geq 0}$ regenerates at each $r_n$, i.e.,

- $r_1, r_2 - r_1, r_3 - r_2, \ldots$ are finite a.s. and mutually independent;
- the sequence $\{r_{i+1} - r_i\}_{i \geq 0}$ is i.i.d.;
- the random blocks $\{X_{r_i-1}, X_{r_{i+1}-1}, \ldots, X_{r_i-1}\}_{i \geq 1}$ are independent (with $r_0 := 0$); and
- $P(X_{r_i} \in E) = \phi(E \cap E_0)$.

To be precise, consider the augmented chain $\{(X_n, \eta_n)\}_{n \geq 0}$ with transition kernel $P'$ defined by

\[
P'(\{(x, 0), E \times \{\eta\}\}) = \begin{cases} 
[\theta \eta + (1 - \theta)(1 - \eta)]P(x, E), & \text{for } x \notin \mathcal{C}_0, \\
[\theta \eta + (1 - \theta)(1 - \eta)](P(x, E) - \theta \phi(E \cap E_0))/(1 - \theta), & \text{for } x \in \mathcal{C}_0,
\end{cases}
\]

\[
P'((x, 1), E \times \{\eta\}) = \begin{cases} 
[\theta \eta + (1 - \theta)(1 - \eta)]P(x, E), & \text{for } x \notin \mathcal{C}_0, \\
[\theta \eta + (1 - \theta)(1 - \eta)]\phi(E \cap E_0), & \text{for } x \in \mathcal{C}_0,
\end{cases}
\]

where $\eta \in \{0, 1\}$, and $\theta$ is w.l.o.g. assumed to be in $(0, 1]$. Note that

- $\{\eta_n\}_{n \geq 0}$ is a sequence of i.i.d. Bernoulli random variables with $P(\eta_n = 1) = \theta$;
- $\{X_n\}_{n \geq 0}$ is a Markov chain with transition kernel $P$; and
- $\{X_n\}_{n \geq 0}$ and $\{\eta_n\}_{n \geq 0}$ are independent.

Moreover, $r_i - 1$ is identified as the $i$-th return time of the Markov chain $\{(X_n, \eta_n)\}_{n \geq 0}$ to the set $\mathcal{C}_0 \times \{1\}$, and hence, is a stopping time w.r.t. $(X_n, \eta_n)$.

Set $\mathcal{B}_r(x) = \{x' : |x - x'| < r\}$ for $x \in \mathbb{R}$ and $r > 0$.

Result 2.1 (Lemma 2.2.3 and Proposition 2.2.4 of Burczewski et al. (2016)). Let $\{X_n\}_{n \geq 0}$ be such that $X_{n+1} = A_{n+1}X_n + B_{n+1}$. Supposing that Assumption $[\mathcal{C}]$ holds, we have that:

1. $\{X_n\}_{n \geq 0}$ satisfies the drift condition $[\mathcal{D}]$ with $\mathcal{C} = [-M, M]$ for some constant $M \geq 0$.
2. $\{X_n\}_{n \geq 0}$ is $\pi$-irreducible.
3. $\{X_n\}_{n \geq 0}$ is geometrically ergodic.

The regeneration scheme described in Remark $[\mathcal{R}]$ plays an important role in our analysis. Our next assumption guarantees the existence of the regeneration times.

Assumption 2.2. Condition $[\mathcal{M}]$ is satisfied with $\mathcal{C}_0 = [-d, d]$ for some $d > 0$.

We only work with Assumption $[\mathcal{C}]$. For completeness, we collect some sufficient conditions in terms of the joint distribution of $(A_1, B_1)$. The first two conditions can be found in Lemma 2.2.3 of Burczewski et al. (2016).

Proposition 2.1. Assume that at least one of the following conditions hold.
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1. Let $B_1 \geq b$ a.s. for some $b > 0$. Moreover, there exist intervals $I_i = (a_i, a_{i+1})$, $I_2 = (b_0 - \delta, b_0 + \delta)$ for some $a_1 < a_2$, $b_0, \delta > 0$, a $\sigma$-finite measure $\nu_0$ with $b_0$ in the support of $\nu_0$, a measure $\phi$ and a constant $c_0 > 0$ such that for any Borel sets $D_1, D_2 \subseteq \mathbb{R}$,

$$
P((A_1, B_1) \in (D_1 \times D_2)) \geq c_0|D_1 \cap I_1|\nu_0(D_2 \cap I_2),$$

where $|\cdot|$ denotes the Lebesgue measure on $\mathbb{R}$.

2. Let $I_i = (a_i, a_i + \delta), I_2 = (b_1, b_2)$ for some $a_0, b_1 < b_2$, $\delta > 0$, a $\sigma$-finite measure $\nu_0$ with $a_0$ in the support of $\nu_0$, a measure $\phi$ and a constant $c_0 > 0$ such that for any Borel sets $D_1, D_2 \subseteq \mathbb{R}$,

$$
P((A_1, B_1) \in (D_1 \times D_2)) \geq c_0\nu_0(D_1 \cap I_1)|D_2 \cap I_2|. \quad (2.2)$$

3. Let $A_1 = cB_1$ for some $c$. $A_1$ has a density which is bounded from below by some $c_0 > 0$ on some interval $I_1 = (a_0, a_0 + \delta)$.

Then, for any $x_0 \in \mathbb{R}$, there exists $\epsilon = \epsilon(x_0), \theta > 0$ such that

$$
\theta|E \cap E_0| \leq P(x, E), \quad x \in \mathcal{R}_t(x_0), E \in \mathcal{B}(\mathbb{R}). \quad (2.3)
$$

Our next result implies the geometric decay of $P(r_1 > k)$ as $k \to \infty$.

**Lemma 2.1.** Suppose that Assumption 2.1 and 2.2 hold. Let $\{r_n\}_{n \geq 0}$ be the sequence of regeneration times associated with $\mathcal{C}_0$. Let $E_1$ be a bounded set. There exists $t > 1$ such that

$$
\sup_{x \in E_1} \mathbb{E}[e^{r_1} | X_0 = x] < \infty.
$$

### 2.2 A useful change of measure

Another helpful tool in our context is the so-called $\alpha$-shifted change of measure (see e.g. Collamore and Vidyashankar (2013), Collamore and Mentemeier (2018)). Let $\nu$ denote the distribution of $(\log A_n, B_n)$ define $\nu^\alpha$ by

$$
\nu^\alpha(E) = \int_E e^{\alpha x} d\nu(x, y), \quad E \in \mathcal{B}(\mathbb{R}^2).
$$

Let $\mathcal{L}(\log A_n, B_n)$ denote the law of $(\log A_n, B_n)$. Let $\mathcal{D}$ be the dual change of measure such that, under $\mathcal{D}$,

$$
\mathcal{L}(\log A_n, B_n) = \begin{cases}
\nu^\alpha, & \text{for } n \leq T(u^\beta), \\
\nu, & \text{for } n > T(u^\beta).
\end{cases} \quad (2.4)
$$

Let $\mathbb{E}^\alpha$ and $\mathbb{E}^\mathcal{D}$ denote taking expectation w.r.t. the $\alpha$-shifted measure and the dual change of measure $\mathcal{D}$, respectively. Defining

$$
S_n = \sum_{i=1}^n \log A_i, \quad (2.5)
$$

we have the following result.

**Result 2.2** (Lemma 5.3 of Collamore and Vidyashankar (2013)). Let $\tau$ be a stopping time w.r.t. $\{X_n\}_{n \geq 0}$, let $g: \mathbb{R}^\infty \to [0, \infty]$ be a deterministic function, and let $g_n$ denote its projection onto the first $n+1$ coordinates, i.e., $g_n(x_0, \ldots, x_n) = g(x_0, \ldots, x_n, 0, 0, \ldots)$. Then

$$
\mathbb{E}[g_{\tau-1}(X_0, \ldots, X_{\tau-1})] = \mathbb{E}^\mathcal{D}\left[g_{\tau-1}(X_0, \ldots, X_{\tau-1}) e^{-\alpha S_{T(u^\beta)}} 1_{\{T(u^\beta) < \tau\}}\right] \\
+ \mathbb{E}^\mathcal{D}\left[g_{\tau-1}(X_0, \ldots, X_{\tau-1}) e^{-\alpha S_{T(u^\beta)}} 1_{\{T(u^\beta) \geq \tau\}}\right].
$$
Our analysis relies on the fact that the Markov chain $X_n$ is closely related to a multiplicative random walk, that is,

$$X_{n+1} \approx A_{n+1}X_n, \text{ for large } n.$$  

Roughly speaking, the process $X_n$ resembles a perturbation of a multiplicative random walk, in an asymptotic sense (for details see [Collamore and Vid雅shanka](2013) [Collamore and Montemuele](2018)). Hence, it is natural to consider the “discrepancy” process between $X_n$ and $\prod_{i=1}^n A_i$, which is defined as

$$Z_n = X_ne^{-S_n} = X_0 + \sum_{k=1}^n B_ke^{-S_k}, \quad n \geq 0,$$  

(2.6)

where $S_n$ is as in (2.5). Under the $\alpha$-shifted measure, we have $E^\alpha \log A_1 = E\alpha A_1 \log A_1 > 0$ by Assumption 2.1 and the convexity of $E[A_1^r]$. Consequently, we have the following result.

**Lemma 2.2.** Let Assumption 2.1 hold. Under $P^\alpha$,

1. $|X_n| \uparrow \infty$ a.s. as $n \to \infty$.
2. $Z_n \overset{a.s.}{\to} Z$ as $n \to \infty$, where $Z = X_0 + \sum_{k=1}^\infty B_ke^{-S_k}$.

### 2.3 $\mathcal{M}$-convergence

We briefly review the notion of $\mathcal{M}$-convergence, introduced in [Lindskog et al.](2014) and further developed in [Rhee et al.](2019). Let $(S, d)$ be a complete separable metric space, and $\mathcal{F}$ be the Borel $\sigma$-algebra on $S$. Given a closed subset $C$ of $S$, let $S \setminus C$ be equipped with the relative topology as a subspace of $S$, and consider the associated sub $\sigma$-algebra $\mathcal{F} \setminus C = \{E \subseteq S \setminus C, A \in \mathcal{F}\}$ on it. Define $C' = \{x \in S: d(x, C) < r\}$ for $r > 0$, and let $M(S \setminus C)$ be the class of measures defined on $\mathcal{F} \setminus C$ whose restrictions to $S \setminus C'$ are finite for all $r > 0$. Topologize $M(S \setminus C)$ with a sub-base of $\{\nu \in M(S \setminus C): \nu(f) \in G\}$ for $f \in C \setminus C$, $G$ open in $R$, where $C \setminus C$ is the set of real-valued, non-negative, bounded, continuous functions whose support is bounded away from $C$ (i.e., $f(C') = \{0\}$ for some $r > 0$). A sequence of measures $\nu_n \in M(S \setminus C)$ converges to $\nu \in M(S \setminus C)$ if $\nu_n(f) \to \nu(f)$ for each $f \in C$. We say that a set $E_1 \subseteq S$ is bounded away from another set $E_2 \subseteq S$ if $\inf_{x \in E_1, y \in E_2} d(x, y) > 0$. The following characterization of $\mathcal{M}$-convergence can be considered as a generalization of the classical notion of weak convergence of measures, see e.g. [Billingsley](2013).

**Result 2.3** (Theorem 2.1 of [Lindskog et al.](2014)). Let $\nu, \nu_n \in M(S \setminus C)$. We have $\nu_n \to \nu$ in $M(S \setminus C)$ as $n \to \infty$ if and only if

$$\limsup_{n \to \infty} \nu_n(F) \leq \nu(F)$$

for all closed $F \in \mathcal{F} \setminus C$ bounded away from $C$ and

$$\liminf_{n \to \infty} \nu_n(G) \geq \nu(G)$$

for all open $G \in \mathcal{F} \setminus C$ bounded away from $C$.

We now introduce a new notion of equivalence between two families of random objects, which will prove to be useful in Section 7. Let $F_\delta = \{x \in S: d(x, F) \leq \delta\}$ and $G^- = ((G^-)_\delta)^c$.

**Definition 2.1.** Suppose that $X_n$ and $Y_n$ are random elements taking values in a complete separable metric space $(S, d)$. $Y_n$ is said to be asymptotically equivalent to $X_n$ with respect to $\epsilon_n$ and $C$, if, for each $\delta > 0$ and $\gamma > 0$,

$$\limsup_{n \to \infty} \epsilon_n^{-1}P(X_n \in (S \setminus C)^{-\gamma}, d(X_n, Y_n) > \delta) = \limsup_{n \to \infty} \epsilon_n^{-1}P(Y_n \in (S \setminus C)^{-\gamma}, d(X_n, Y_n) > \delta) = 0.$$
Remark 2. Note that the asymptotic equivalence w.r.t. $C$ implies the asymptotic equivalence w.r.t. $C'$ if $C \subseteq C'$. In view of this, the strongest notion of asymptotic equivalence w.r.t. a given sequence $\epsilon_n$ is the one w.r.t. an empty set. In this case, the conditions for the asymptotic equivalence reduce to a simple condition: $\mathbb{P}(d(X_n, Y_n) \geq \delta) = o(\epsilon_n)$ for any $\delta > 0$. That special case of asymptotic equivalence has been introduced and applied in [Rhee et al.] (2019). In our context, this simple condition suffices for the case of $B_1 \geq 0$ in Section 3.2, however, we have to work with the case that $C$ is not an empty set when we deal with general $B_1$ in Section 3.3.

The usefulness of this notion of equivalence comes from the following result.

Lemma 2.3. Suppose that $\epsilon_n^{-1}\mathbb{P}(X_n \in \cdot) \rightarrow \nu(\cdot)$ in $\mathcal{M}(S \setminus C)$ for some sequence $\epsilon_n$ and a closed set $C$. If $Y_n$ is asymptotically equivalent to $X_n$ with respect to $\epsilon_n$ and $C$, then the law of $Y_n$ has the same normalized limit, i.e., $\epsilon_n^{-1}\mathbb{P}(Y_n \in \cdot) \rightarrow \nu(\cdot)$ in $\mathcal{M}(S \setminus C)$.

3 Main results

This section is organized as follows. In Section 3.1, we analyze the tail estimates of the area under the first return time and regeneration cycle, which are needed to derive the sample-path large deviations of $\bar{X}_n$. In Section 3.2 we derive such results in the case where $B_1 \geq 0$. The two-sided case is more involved and is treated in Section 3.3.

3.1 Tail estimates on the area under the first return time/regeneration cycle

Let
\[
\tau_d = \inf\{n \geq 1: |X_n| \leq d\}
\]
(3.1)
denote the first return time of $X_n$ to the set $[-d, d]$, where $d$ is such that $[-d, d] \cap \text{supp}(\pi) \neq \emptyset$. Recall that $\{r_n\}_{n \geq 0}$ is the sequence of regeneration times of $\{X_n\}_{n \geq 0}$. We denote the area under the first return time and the regeneration cycle by
\[
\mathfrak{B} = \sum_{n=0}^{\tau_d-1} X_n \quad \text{and} \quad \mathfrak{R} = \sum_{n=0}^{r_1-1} X_n,
\]
(3.2)
respectively. Let $Z = X_0 + \sum_{k=1}^{\infty} B_k e^{-S_k}$. Finally, let $C_\infty$ be the constant satisfying
\[
\mathbb{P}\left(\sum_{k=0}^{\infty} e^{S_k} > u\right) \sim C_\infty u^{-\alpha}.
\]
(3.3)

Theorem 3.1. Suppose that Assumption 2.1 holds.

1. We have
\[
\lim_{u \to \infty} u^\alpha \mathbb{P}(\mathfrak{B} > u) = C_\infty \mathbb{E}^\alpha[(Z^+)^\alpha \mathbb{1}_{\\{\tau_d = \infty\}}]
\]
and
\[
\lim_{u \to \infty} u^\alpha \mathbb{P}(\mathfrak{B} < -u) = C_\infty \mathbb{E}^\alpha[(Z^-)^\alpha \mathbb{1}_{\\{\tau_d = \infty\}}].
\]

2. If Assumption 2.2 holds additionally, then
\[
\lim_{u \to \infty} u^\alpha \mathbb{P}(\mathfrak{R} > u) = C_+ \quad \text{and} \quad \lim_{u \to \infty} u^\alpha \mathbb{P}(\mathfrak{R} < -u) = C_-,
\]
where $C_+ = C_\infty \mathbb{E}^\alpha[(Z^+)^\alpha \mathbb{1}_{\\{r_1 = \infty\}}]$ and $C_- = C_\infty \mathbb{E}^\alpha[(Z^-)^\alpha \mathbb{1}_{\\{r_1 = \infty\}}]$.  
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Like in the classical estimates \cite{21}, it is natural to ask when $C_+, C_- \in (0, \infty)$. A proof of finiteness of $E^n[|Z|^\alpha]$ is obtained as by-product of the proof of Lemma \ref{lemma0.2} $C_\infty \in (0, \infty)$ by specializing \cite{21} to the case $A_1 \leq 0$ and $B_1 \equiv 1$. If $B_1$ is non-negative and $P(A_1 = B_1 = 0) = 0$, then $Z > 0 P^n$-a.s. Since also $P^n(r_1 = \infty) > 0$, $C_+ > 0$.

When $B_1$ takes both signs, the situation is much more delicate and we sketch how one can deal with this issue. One way is to derive sufficient conditions for the support of $Z$ under $P^n$ to be the entire real line, from which strict positivity of both $C_+$ and $C_-$ can be inferred. Such a sufficient condition can be derived from a careful inspection of the proof of Theorem 2.5.5 (1) of Buraczewski et al \cite{16} (which is a result due to Guivarc'H and Le Page \cite{15}). For example, if the support of $(A, B)$ includes points $(a, b), (a_1, b_1), (a_2, b_2)$ such that $a < 1, a_1, a_2 > 1$ and $b_1/(1 - a_1) < b/(1 - a) < b_2/(1 - a_2)$ the support of $Z$ is the whole real line.

### 3.2 One-sided large deviations

We first consider the case where $B_1$ is nonnegative. To deal with the dependence structure of the Markov chain within the regeneration cycle, we consider in this section the $M'_1$ topology. To be precise, define the extended completed graph $\Gamma'_\xi$ of $\xi$ by

$$\Gamma'_\xi = \{(x, t) \in \mathbb{R} \times [0, 1] : x \in [\xi(t^-) \land \xi(t), \xi(t^-) \lor \xi(t)]\},$$

where $\xi(0^-) = 0$. Define an order on the graph $\Gamma'_\xi$ by saying that $(x_1, t_1) \leq (x_2, t_2)$ if either (i) $t_1 < t_2$ or (ii) $t_1 = t_2$ and $|\xi(t_1^-) - x_1| \leq |\xi(t_2^-) - x_2|$. Let $\Pi'(\xi)$ be the set of parametric representations of $\xi \in \mathbb{D}$, i.e., $(u, v) \in \Pi'(\xi)$ if $(u, v)$ is a continuous nondecreasing function mapping $[0, 1]$ onto $\Gamma'_\xi$. For any $\xi_1, \xi_2 \in \mathbb{D}$, the $M'_1$ metric is defined by

$$d_{M'_1}(\xi_1, \xi_2) = \inf_{(u, v) \in \Pi'(\xi)} \|u_1 - u_2\|_\infty \lor \|v_1 - v_2\|_\infty.$$

From now on, we consider the topology by this metric, unless specified otherwise.

For the one-sided large deviations result, we need the following elements. We say that a function $\xi \in \mathbb{D}$ is piecewise constant, if there exist finitely many time points $t_i$ such that $0 = t_0 < t_1 < \cdots < t_m = 1$ and $\xi$ is constant on the intervals $[t_{i-1}, t_i)$ for all $1 \leq i \leq m$. For $\xi \in \mathbb{D}$, define the set of discontinuities of $\xi$ by

$$\text{Disc}(\xi) = \{t \in [0, 1] : \xi(t) \neq \xi(t^-)\},$$

(3.4)

where $\xi(0^-) = 0$. Define, for $j \geq 0$,

$$\mathbb{D}_{\leq j} = \{\xi \in \mathbb{D} : \xi \text{ piecewise constant and nondecreasing, } |\text{Disc}(\xi)| \leq j\}.$$

For $z \in \mathbb{R}$, define

$$\mathbb{D}^z_{\leq j} = \{\xi \in \mathbb{D} : \xi = z \cdot i + \xi', \xi' \in \mathbb{D}_{\leq j}\}, \quad \text{for } j \geq 0.$$

(3.5)

For each constant $\gamma > 1$, let $\nu_\gamma(x, \infty) = x^{-\gamma}$, and let $\nu^j_d$ denote the restriction (to $\mathbb{R}^j_+ = \{x \in \mathbb{R}^j : x_1 \geq \cdots \geq x_j > 0\}$) of the $j$-fold product measure of $\nu_\gamma$. Let $C^{\gamma}_d$ be the Dirac measure concentrated on the linear function $zt$. For $j \geq 1$, define a sequence of Borel measures $C^j_d \in M(\mathbb{D} \setminus \mathbb{D}_{\leq j-1})$ concentrated on $\mathbb{D}_{\leq j-1}$ as

$$C^j_d(\cdot) = \mathbb{E} \left[\nu^j_d \left\{ x \in (0, \infty)^j : z \cdot i + \sum_{j=1}^{j} x_j 1_{U_i} \in \cdot \right\} \right],$$

(3.6)

where $\alpha$ as is as in Assumption \cite{21} and the random variables $U_i, i \geq 1$, are i.i.d. uniform distributed on $[0, 1]$. For $E \subseteq \mathbb{D}$ and $z \in \mathbb{R}$, define

$$J^j_z(E) = \inf \{j : E \cap \mathbb{D}^z_{\leq j} \neq \emptyset\}.$$

(3.7)

Setting $\mu = \mathbb{E}B_1/(1 - \mathbb{E}A_1)$, we state below the main theorem for the one-sided case.
**Theorem 3.2.** Suppose that Assumptions [2.1] and [2.2] hold. Moreover, let \( B_1 \geq 0 \) and \( C_+ \) as in Theorem [3.1] be strictly positive.

1. For each \( j \geq 0 \),
\[
n^{j(\alpha - 1)} P(\bar{X}_n \in \cdot) \to (C_+E_{r_1})^{j}C^\mu_{j}(\cdot),
\]
in \( \mathbb{M}(\mathbb{D} \setminus \mathbb{D}^\mu J) \) as \( n \to \infty \).

2. Let \( E \) be measurable. If \( \mathcal{J}_\mu(E) < \infty \) and \( E \) is bounded away from \( \mathbb{D} \setminus \mathbb{J}_\mu, \) then
\[
\liminf_{n \to \infty} \frac{P(\bar{X}_n \in E)}{n^{-\mathcal{J}_\mu(E)(\alpha - 1)}} \geq (C_+E_{r_1})^{\mathcal{J}_\mu(E)}C^\mu_{\mathcal{J}_\mu(E)}(E^\circ)
\]
and
\[
\limsup_{n \to \infty} \frac{P(\bar{X}_n \in E)}{n^{-\mathcal{J}_\mu(E)(\alpha - 1)}} \leq (C_+E_{r_1})^{\mathcal{J}_\mu(E)}C^\mu_{\mathcal{J}_\mu(E)}(E^-).
\]

### 3.3 Two-sided large deviations

Similarly as in Section [3.2], we need the following elements. Define the set of step functions with less than \( j \) discontinuities by
\[
\mathbb{D}_{\leq j} = \{ \xi \in \mathbb{D} : \xi \text{ piecewise constant, } |\text{Disc}(\xi)| < j \}, \quad \text{for } j \geq 0.
\]
For \( z \in \mathbb{R} \), define
\[
\mathbb{D}^{z}_{\leq j} = \{ \xi \in \mathbb{D} : \xi = z \cdot id + \xi', \xi' \in \mathbb{D}_{\leq j} \}, \quad \text{for } j \geq 0. \tag{3.8}
\]
Let \( C^\mu_{j,0} \) be the Dirac measure concentrated on the linear function \( zt \). For each \( (j,k) \in \mathbb{Z}^2_+ \setminus \{(0,0)\} \), define a measure \( C^\mu_{j,k} \) as
\[
C^\mu_{j,k}(\cdot) = E \left[ \nu^j\nu^k \left\{ (x,y) \in (0,\infty)^{j+k} : z \cdot id + \sum_{i=1}^{j} x_i \mathbb{I}_{U_i} - \sum_{i=1}^{k} x_j \mathbb{I}_{V_i} \in \cdot \right\} \right], \tag{3.9}
\]
where \( U_i, V_i \) are i.i.d. uniform distributed on \([0,1]\). For \( E \subseteq \mathbb{D} \) and \( z \in \mathbb{R} \), define
\[
\mathcal{J}_z(E) = \inf \{ j : E \cap \mathbb{D}^{z}_{\leq j} \neq \emptyset \}. \tag{3.10}
\]
Recalling \( \mu = \text{BE}_{1}/(1 - \text{EA}_1) \), we now state our main theorem for the two-sided case.

**Theorem 3.3.** Suppose that Assumptions [2.1] and [2.2] hold. Let \( \text{E}[B_1]^{m} < \infty \) for every \( m \in \mathbb{Z}_+ \). Moreover, let \( C_+, C_- \) be as in Theorem [3.1] such that \( C_+C_- > 0 \).

1. For each \( j \geq 0 \),
\[
n^{j(\alpha - 1)} P(\bar{X}_n \in \cdot) \to (C_+E_{r_1})^{j}C^\mu_{\mathcal{J}_\mu(E)}(\cdot),
\]
in \( \mathbb{M}(\mathbb{D} \setminus \mathbb{D}^\mu J) \) as \( n \to \infty \), where \( I_{\leq j} = \{(l,m) \in \mathbb{Z}^2_+ : l + m = j \} \).

2. Let \( E \) be measurable. If \( \mathcal{J}_\mu(E) < \infty \) and \( E \) is bounded away from \( \mathbb{D} \setminus \mathbb{J}_\mu, \) then
\[
\liminf_{n \to \infty} \frac{P(\bar{X}_n \in E)}{n^{-\mathcal{J}_\mu(E)(\alpha - 1)}} \geq (E_{r_1})^{\mathcal{J}_\mu(E)} \sum_{(l,m) \in I_{\leq j}} (C_+)^{l}(C_-)^m C^\mu_{l,m}(E^\circ)
\]
and
\[
\limsup_{n \to \infty} \frac{P(\bar{X}_n \in E)}{n^{-\mathcal{J}_\mu(E)(\alpha - 1)}} \leq (E_{r_1})^{\mathcal{J}_\mu(E)} \sum_{(l,m) \in I_{\leq j}} (C_+)^{l}(C_-)^m C^\mu_{l,m}(E^-),
\]
where the summations are over all \((l,m)\) that belong to the set \( I_{\leq \mathcal{J}_\mu(E)} \).
4 An application in barrier option pricing

To illustrate how our results can be applied, we consider a problem that arises in the context of financial mathematics. In particular, we consider estimating the value of a down-in-barrier option (see Section 11.3 of Tankov and Cont (2015)).

Let the daily log return of some underlying asset be modelled by an AR(1) process \( X_n, n \geq 0 \), as in (1.1). Let Assumptions 2.1 and 2.2 hold. Let \( |B_t|^m < \infty \) for every \( m \in \mathbb{Z}_+ \). For real numbers \( a_- \) and \( a_+ \), we are interested in providing estimates for \( P(E_n) \) as \( n \to \infty \), where

\[
E_n = \left\{ \bar{X}_n \geq a_+, \min_{0 \leq k \leq n} \tilde{X}_k \leq -a_- \right\},
\]

\( a_+ \) is the infimum of \( a_- \), and \( a_- \) is the maximun of \( a_+ \). This choice of \( (a_-, a_+) \) leads to the case where the rare event is caused by two big jumps, and hence, is particularly interesting. Note that the probability of \( E_n \) can be interpreted as the chance of exercising a down-in barrier option. Defining

\[
E = \left\{ \xi \in \mathcal{D} : \xi(1) \geq a_+, \inf_{t \in [0,1]} \xi(t) \leq -a_- \right\},
\]

we obtain \( P(E_n) = P(\bar{X}_n \in E) \). Obviously, we have \( J_\mu(E) = 2 \), where \( J_\mu \) was defined in (3.10). Hence, to apply Theorem 3.3 we need to show \( d_{M_1}(E, \mathbb{D}_{\leq 2}) \geq r \) for some \( r > 0 \). To see this, we assume that \( d_{M_1}(E, \mathbb{D}_{\leq 2}) < r \) for all \( r > 0 \). Therefore, for any \( \epsilon > 0 \), there exists \( \xi_1 \in E \) and \( \xi_2 \) with \( \xi_2(t) = \mu t + x \Pi_{[0,1]}(t), x \in \mathbb{R}, \) and \( y \in [0,1] \) such that \( d_{M_1}(\xi_1, \xi_2) < r + \epsilon \). By the definition of the \( M_1 \) metric, for any \( \delta_1 > 0 \), there exists \((u_i, v_i) \in IV(\xi_i), i \in \{1, 2\}, \) such that

\[
\left| u_1 - u_2 \right|_\infty + \left| v_1 - v_2 \right|_\infty < d_{M_1}(\xi_1, \xi_2) + \delta_1 < r + \epsilon + \delta_1.
\]

(4.1)

By (4.1), we have that

\[
|a_+ - (\mu + x)| = \left| u_1(1) - u_2(1) \right| \leq \left| u_1 - u_2 \right|_\infty + \left| v_1 - v_2 \right|_\infty < r + \epsilon + \delta_1.
\]

Letting \( \epsilon, \delta_1 \to 0 \), we obtain that \( x \geq (a_+ - \mu) - r > 0 \) for sufficiently small \( r \). On the other hand, by the fact \( \inf_{t \in [0,1]} \xi_i(t) \leq -a_- \) for any \( \delta_2 > 0 \), there exists \( t' \in [0,1] \) such that \( \xi_i(t') < -a_- + \delta_2 \). Let \( s \) be such that \( v_1(s) = t' \). Let \( t'' = v_2(s) \). Again using (4.1), we obtain that

\[
\left| \xi_i(t') - (\mu t'' + x \Pi_{[0,1]}(t'')) \right| = \left| u_1(s) - u_2(s) \right| \leq \left| u_1 - u_2 \right|_\infty + \left| v_1 - v_2 \right|_\infty < r + \epsilon + \delta_1,
\]

and hence,

\[
\mu t'' + x \Pi_{[0,1]}(t'') < \xi_i(t') + (r + \epsilon + \delta_1) < -a_- + r + \epsilon + \delta_1 + \delta_2.
\]

(4.2)

Combining (4.2) with the fact that \( x > 0 \), we obtain that

\[
\mu \Pi_{(-\infty, 0]}(\mu) \leq \mu t'' \leq \mu t'' + x \Pi_{[0,1]}(t'') < -a_- + r + \epsilon + \delta_1 + \delta_2.
\]

(4.3)

Letting \( \epsilon, \delta_1, \delta_2 \to 0 \), we see that (4.3) is contradictory to \( a_- > \max\{-\mu, 0\} \geq 0 \). Thus, we proved \( \left(1.1.1\right) \). We remark that \( \bar{X}_n \) is the infimum of \( -a_- \), and \( a_+ = a_- \). Note that \( \bar{X}_n \) is the infimum of \( -a_- \), and \( a_+ = a_- \). Thus, \( E = m^{-1}(\infty, -a_-] \cap \Pi_{[0,1]}(a_+, \infty) \) is a closed set. Recall, for \( z \in \mathbb{R} \), that \( C_{j,k}^\mu \) was defined in (3.9). Since \( C_{2,0}^\mu(E) = C_{0,2}^\mu(E) = 0 \), it remains to consider \( C_{1,1}^\mu(\Pi^* \circ E) \) and \( C_{1,1}^\mu(E) \). Combining the fact that \( m^{-1}(\Pi^* \circ E) \cap \Pi_{[0,1]}(a_+, \infty) \) is a closed set. Therefore, applying Theorem 3.3 we obtain

\[
P(E_n) \sim C_{1,1}^\mu(E)C_n^{-2(\alpha-1)}n^{-2(\alpha-1)}
\]

as \( n \to \infty \). In particular, the probability of interest is regularly varying of index \( 2 - 2\alpha \).
5 Proofs of Section 2

Proof of Proposition 2.7 Part 1) and 2) if \( x_0 \neq 0 \) are in (Buraczewski et al., 2016, page 22). Hence, we focus on showing part 2) (for the case \( x_0 = 0 \) and part 3).

Part 2): We focus on the case where \( x_0 = 0 \). Fix a Borel set \( E \). In view of Proposition 5.5.5 of Meyn and Tweedie (2009), we observe that

\[
P(x, E) = E[1_{A_x + B_1 \in E}] \geq c_0 \int_{I_1} \int_{I_2} 1_{(ax + b \in E)} db \nu_0(da)
\]

\[
= c_0 \int_{I_1} \int_{E \cap E_0} dz \nu_0(da) \geq c_0 \nu_0(I_1) |E \cap E_0|.
\]

Let

\[E_0 = (b_1 + \epsilon (|a_0 - \delta| \lor |a_0 + \delta|), b_2 - \epsilon (|a_0 - \delta| \lor |a_0 + \delta|)).\]

The set \( E_0 \) is not empty if we choose \( \epsilon < (b_2 - b_1)/(2(|a_0 - \delta| \lor |a_0 + \delta|)) \). Note that if \( x \in \mathcal{B}_e(0), z \in E_0 \), and \( a \in I_1 \), then \( |ax| < \epsilon (|a_0 - \delta| \lor |a_0 + \delta|) \) and \( z - ax \in I_2 \). Hence, we have that

\[
P(x, E) \geq c_0 \int_{I_1} \int_{E \cap E_0} dz \nu_0(da) \geq c_0 \nu_0(I_1) |E \cap E_0|.
\]

The constant \( c_0 \nu_0(I_1) \) is strictly positive since \( a_0 \) belongs to the support of \( \nu_0 \).

Part 3): Pick \( \epsilon \) such that \(-1/c \notin \mathcal{B}_e(x_0)\). Suppose that \( c > 0 \) and \( x_0 \geq 0 \). For any \( x \in \mathcal{B}_e(x_0) \),

\[
P(x, E) = E[1_{A_x + B_1 \in E}] \geq c_0 (1/c + x_0 + \epsilon)^{-1} \int_{E} 1_{(z/(x+1/c) \in I_1)} dz.
\]

Let

\[E_0 = \left\{ \left( (a_0 - \delta)/(1 + (x_0 + \epsilon)c), (a_0 + \delta)/(1 + (x_0 - \epsilon)c) \right) \mid a_0 \geq 0 \right\} \cup \left\{ \left( (a_0 - \delta)/(1 + (x_0 - \epsilon)c), (a_0 + \delta)/(1 + (x_0 + \epsilon)c) \right) \mid a_0 < 0 \right\}.
\]

Observe that if \( x \in \mathcal{B}_e(x_0) \) and \( z \in E_0 \) then \( z/(x+1/c) \in I_1 = (a_0 - \delta, a_0 + \delta) \) for \( \delta \) sufficiently small. Hence, we have that

\[
P(x, E) \geq c_0 (1/c + x_0 + \epsilon)^{-1} \int_{E \cap E_0} dz \geq c_0 (1/c + x_0 + \epsilon)^{-1} |E \cap E_0|.
\]

This settles the case where \( c > 0 \) and \( x_0 \geq 0 \); proofs for the other cases are analogous.

Proof of Lemma 2.7 First we claim that \([-M, M]\) is a petite set (cf. Meyn and Tweedie, 2009, page 124) for any \( M > 0 \). To see this, note that \([-M, M] \subseteq \bigcup_{x \in [-M, M]} \mathcal{B}_e(x) \), where \( \epsilon \) is as in (2.3). Combining this with the facts that \([-M, M]\) is compact and \( B_e(x) \) is open, there exists a finite \( N \) such that \([-M, M] \subseteq \bigcup_{i=1}^{N} \mathcal{B}_e(x_i) \). By Theorem 5.2.2 of Meyn and Tweedie (2009), \( \mathcal{B}_e(x_i) \) is a small set, and hence, is petite. Therefore there exists a finite subcover of petite sets. By Proposition 5.5.5 of Meyn and Tweedie (2009), the interval \([-M, M]\) is petite. Now we turn back to proving the statement of Lemma 2.7. By Theorem 15.2.6 of Meyn and Tweedie (2009), any bounded set is \( h \)-geometrically regular with \( h(x) = |x|^c + 1, \epsilon \in (0,1) \). Thus, from the definition of \( h \)-geometrical regularity (cf. page 373 of Meyn and Tweedie (2009)), there exists \( t = t(h, C_0) \) such that \( \sup_{x \in E_1} E[t^{C_0} | X_0 = x] < \infty \). In particular,

\[
\chi_1(t) = \sup_{x \in E_1} E[t^{C_0} | X_0 = x] < \infty,
\]

since \( h \geq 1 \). On the other hand, \( \sup_{x \in \mathcal{C}_0} E[t^{C_0} | X_0 = x] < \infty \). In particular,

\[
\chi_2(t) = \sup_{x \in \mathcal{C}_0} E[t^{C_0} | X_0 = x, X_1 \sim (P(x, \cdot) - \phi(\cdot))/(1 - \theta)] < \infty,
\]

(5.2)
where $\theta$ and $\phi$ are as in $[M]$. From the regeneration scheme as described in Remark 2.1, we obtain
\begin{equation}
\sup_{x \in E_1} E[t^{\tau_1} | X_0 = x] \leq \chi_1(t) \left( \theta + \sum_{n=1}^{\infty} \theta (1 - \theta)^n (\chi_2(t))^n \right). \tag{5.3}
\end{equation}

By (5.2) and the dominated convergence theorem, $\chi_2(t) \downarrow 1$ as $t \downarrow 1$. Thus, we have that $\chi_2(t) < (1 - \theta)^{-1}$ for sufficiently small $t > 1$. For this choice of $t$, the r.h.s. of (5.3) converges by (5.1).

**Proof of Lemma 2.2.** By Assumption 2.1, the set $[M, \infty)$ is attainable by $\{X_n\}_{n \geq 0}$ for sufficiently large $M$. Hence, by Theorem 8.3.6 of Meyn and Tweedie (2009), Lemma 2.2 is proved once we show $P^\alpha(|X_n| \geq M, \text{ for all } n \geq 1 | |X_0| \geq 2M) > 0$.

Note that
\[ |X_n| = e^{S_n} |X_0 + \sum_{i=1}^{n} B_i e^{-S_i}| \geq e^{S_n} \left( |X_0| - \sum_{i=1}^{n} |B_i| e^{-S_i} \right) \geq e^{S_n} \left( |X_0| - \sum_{i=1}^{\infty} |B_i| e^{-S_i} \right). \]

Combining this with the fact that $E^\alpha \log A_1 > 0$, we conclude that $P(\exp(S_n) \geq 1, \text{ for all } n \geq 1) = P(S_n \geq 0, \text{ for all } n \geq 1) > 0$, and hence, the first statement is proved. The second statement follows from the fact that the random walk $-S_n$ has a negative drift under $P^\alpha$.

**Proof of Lemma 2.3.** Let $G$ be an open set bounded away from $\mathbb{C}$ so that $G \subseteq (S \setminus \mathbb{C})^{-\gamma}$ for some $\gamma > 0$. For a given $\delta > 0$, due to the assumed asymptotic equivalence, $P(X_n \in S \setminus \mathbb{C})^{-\gamma}, d(X_n, Y_n) \geq \delta) = o(\epsilon_n)$. Therefore,
\begin{align*}
\liminf_{n \to \infty} \epsilon_n^{-1} P(Y_n \in G) &\geq \liminf_{n \to \infty} \epsilon_n^{-1} P(X_n \in G^{-\delta}, d(X_n, Y_n) < \delta) \\
&= \liminf_{n \to \infty} \epsilon_n^{-1} \{ P(X_n \in G^{-\delta}) - P(X_n \in G^{-\delta}, d(X_n, Y_n) \geq \delta) \} \\
&\geq \liminf_{n \to \infty} \epsilon_n^{-1} \{ P(X_n \in G^{-\delta}) - P(X_n \in (S \setminus \mathbb{C})^{-\gamma}, d(X_n, Y_n) \geq \delta) \} \\
&= \liminf_{n \to \infty} \epsilon_n^{-1} P(X_n \in G^{-\delta}) \geq \nu(G^{-\delta}).
\end{align*}

Since $G$ is an open set, $G = \bigcup_{\delta > 0} G^{-\delta}$. Due to the continuity of measures, $\lim_{\delta \to 0} \nu(G^{-\delta}) = \nu(G)$, and hence, we arrive at the lower bound
\[ \liminf_{n \to \infty} \epsilon_n^{-1} P(Y_n \in G) \geq \nu(G) \]
by taking $\delta \to 0$. Now, turning to the upper bound, consider a closed set $F$ bounded away from $\mathbb{C}$ so that $F \subseteq (S \setminus \mathbb{C})^{-\gamma}$ for some $\gamma > 0$. Given a $\delta > 0$, by the equivalence assumption, $P(Y_n \in S \setminus \mathbb{C})^{-\gamma}, d(X_n, Y_n) \geq \delta) = o(\epsilon_n)$. Therefore,
\begin{align*}
\limsup_{n \to \infty} \epsilon_n^{-1} P(Y_n \in F) &= \limsup_{n \to \infty} \epsilon_n^{-1} \{ P(Y_n \in F, d(X_n, Y_n) < \delta) + P(Y_n \in F, d(X_n, Y_n) \geq \delta) \} \\
&\leq \limsup_{n \to \infty} \epsilon_n^{-1} \{ P(X_n \in F_\delta) + P(Y_n \in F, d(X_n, Y_n) \geq \delta) \} \\
&= \limsup_{n \to \infty} \epsilon_n^{-1} P(X_n \in F_\delta) \leq \nu(F_\delta)
\end{align*}
as long as $\delta$ is small enough so that $F_\delta$ is bounded away from $\mathbb{C}$. Note that $\{F_\delta\}$ is a decreasing sequence of sets, $F = \bigcup_{\delta > 0} F_\delta$ (since $F$ is closed), and $\nu \in M(S \setminus \mathbb{C})$ (and hence $\nu$ is a finite measure on $S \setminus \mathbb{C}^r$ for some $r > 0$ such that $F_\delta \subseteq S \setminus \mathbb{C}^r$ for some $\delta > 0$). Due to the continuity (from above) of finite measures, $\lim_{\delta \to 0} \nu(F_\delta) = \nu(F)$. Therefore, we arrive at the upper bound $\limsup_{n \to \infty} \epsilon_n^{-1} P(Y_n \in F) \leq \nu(F)$ by taking $\delta \to 0$. 

\[ \qed \]
6 Proofs of Section 3.1

This section provides the proof of Theorem 3.1. Before turning to technical details, we briefly describe our strategy for proving the tail asymptotics of $\mathcal{B}$, while a similar idea is behind the proof for $\mathcal{R}$. Defining

$$T(u) = \inf \{n \geq 0: |X_n| > u \}, \quad K_\beta(u) = \inf \{n > T(u^\beta): |X_n| \leq u^\gamma \},$$

we write

$$\mathcal{B} = \sum_{n=0}^{T(u^\beta)-1} X_n + \sum_{n=T(u^\beta)}^{K_\beta(u)-1} X_n + \sum_{n=K_\beta(u)}^{\tau_d-1} X_n,$$

where $0 < \gamma < \beta < 1$. The proof of Theorem 3.1 (1) is based on the following fact.

- On the event $\{T(u^\beta) < \tau_d\}$, the first and the last term on the right hand side (r.h.s.) of (6.2) are negligible in contributing to the tail asymptotics. Proposition 6.1 below proves such properties. Lemma 6.1 is useful in showing Proposition 6.1.

- In view of the last bullet, the second term on the r.h.s. of (6.2) plays the key role in $P(\mathcal{B} > u)$. Our analysis relies on the fact that the Markov chain $X_n$ resembles a multiplicative random walk in the corresponding regime. Proposition 6.2 below proves such asymptotics. Lemmas 6.2, 6.6, and 6.3 are helpful for proving Proposition 6.2.

**Proposition 6.1.** If Assumption 2.1 holds, there exist $0 < \gamma < \beta < 1$ such that

$$P \left( \left| \sum_{n=0}^{T(u^\beta)-1} X_n \right| > u, T(u^\beta) < \tau_d \right) \quad \text{and} \quad P \left( \left| \sum_{n=K_\beta(u)}^{\tau_d-1} X_n \right| > u, T(u^\beta) < \tau_d \right)$$

are of order $o(u^{-\alpha})$ as $u \to \infty$.

**Proposition 6.2.** If Assumption 2.1 holds, there exist $0 < \gamma < \beta < 1$ (identical to those in Proposition 6.1) such that

$$\lim_{u \to \infty} u^\alpha P \left( \sum_{n=T(u^\beta)}^{K_\beta(u)-1} X_n > u, T(u^\beta) < \tau_d \right) = C_\infty E^\alpha[(Z^+)\alpha \mathbb{1}_{\{\tau_d = \infty\}}]\left(6.1\right)$$

and

$$\lim_{u \to \infty} u^\alpha P \left( \sum_{n=T(u^\beta)}^{K_\beta(u)-1} X_n < -u, T(u^\beta) < \tau_d \right) = C_\infty E^\alpha[(-Z^-)\alpha \mathbb{1}_{\{\tau_d = \infty\}}].$$

**Proof of Theorem 3.1 (1).** Recalling $T(u^\beta) = \inf \{n \geq 0: |X_n| > u^\beta \}$ for $\beta \in (0, 1)$, write

$$P(\pm \mathcal{B} > u) \leq P(\pm \mathcal{B} > u, T(u^\beta) < \tau_d) + P(\mathcal{B} > u, T(u^\beta) \geq \tau_d).$$

Since $P(\tau_d > n)$ decays geometrically in $n$, we have that

$$P(|\mathcal{B}| > u, T(u^\beta) \geq \tau_d) \leq P \left( \sum_{n=0}^{\tau_d-1} |X_n| > u, T(u^\beta) \geq \tau_d \right) \leq P(u^\beta \tau_d \geq u) = P(\tau_d \geq u^{1-\beta}) = o(u^{-\alpha}).$$

(6.4)
Using (6.3) and (6.4), we can focus on analyzing the first term on the r.h.s. of (6.3). For $0 < \gamma < \beta < 1$, recall $K_\beta(u) = \inf\{n \geq T(u^\beta) : |X_n| \leq u^\gamma\}$. Using the decomposition in (6.2), we obtain that, for $\epsilon \in (0,1)$,

$$P(\exists > u, T(u^\beta) < \tau_d) \leq P \left( \sum_{n=0}^{T(u^\beta)-1} X_n > \frac{\epsilon u}{2}, T(u^\beta) < \tau_d \right)$$

$$+ P \left( \sum_{n=T(u^\beta)}^{K_\beta(u)-1} X_n > (1-\epsilon)u, T(u^\beta) < \tau_d \right)$$

$$+ P \left( \sum_{n=K_\beta(u)}^{\tau_d-1} X_n > \frac{\epsilon u}{2}, T(u^\beta) < \tau_d \right), \quad (6.5)$$

and

$$P(\exists > u, T(u^\beta) < \tau_d) \geq -P \left( \sum_{n=0}^{T(u^\beta)-1} X_n > \frac{\epsilon u}{2}, T(u^\beta) < \tau_d \right)$$

$$+ P \left( \sum_{n=T(u^\beta)}^{K_\beta(u)-1} X_n > (1+\epsilon)u, T(u^\beta) < \tau_d \right)$$

$$- P \left( \sum_{n=K_\beta(u)}^{\tau_d-1} X_n > \frac{\epsilon u}{2}, T(u^\beta) < \tau_d \right). \quad (6.6)$$

Moreover, we can use similar estimates to “sandwich” the quantity $P(\exists < -u, T(u^\beta) < \tau_d)$. Thus, using Propositions (6.1) and (6.2) above, we establish Theorem 3.1 (1).

We need the following propositions to prove Theorem 3.1 (2).

**Proposition 6.3.** Let Assumptions (2.7) and (2.8) hold. There exist $0 < \gamma < \beta < 1$ such that

$$P \left( \sum_{n=0}^{T(u^\beta)-1} X_n > u, T(u^\beta) < r_1 \right) \quad \text{and} \quad P \left( \sum_{n=K_\beta(u)}^{\tau_d-1} X_n > u, T(u^\beta) < r_1 \right)$$

are of order $o(u^{-\alpha})$ as $u \to \infty$.

**Proposition 6.4.** Let Assumptions (2.7) and (2.8) hold. There exist $0 < \gamma < \beta < 1$ such that

$$\lim_{u \to \infty} u^\alpha P \left( \sum_{n=T(u^\beta)}^{K_\beta(u)-1} X_n > u, T(u^\beta) < r_1 \right) = C_+$$

and

$$\lim_{u \to \infty} u^\alpha P \left( \sum_{n=T(u^\beta)}^{K_\beta(u)-1} X_n < -u, T(u^\beta) < r_1 \right) = C_-,$$

where $C_+ = C_\infty E^\alpha[(Z^+)^\alpha \mathbb{1}_{\{r_1=\infty\}}]$ and $C_- = C_\infty E^\alpha[(Z^-)^\alpha \mathbb{1}_{\{r_1=\infty\}}]$.

**Proof of Theorem 3.1 (2).** Using similar arguments as in (6.3) and (6.4), we can focus on $P(\pm \exists > u, T(u^\beta) < r_1)$. Combining the similar “sandwich” technique as in (6.5)–(6.6) with Proposition 6.3, it remains to analyze

$$u^\alpha P \left( \sum_{n=T(u^\beta)}^{K_\beta(u)-1} X_n > u, T(u^\beta) < r_1 \right).$$
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Using Proposition 6.6, we conclude the proof.

Next we prove Proposition 6.1. For this, we need the following lemma. Let \( \{Y_n\}_{n \geq 0} \) be the \( \mathbb{R}_+ \)-valued Markov chain defined by \( Y_{n+1} = A_{n+1}Y_n + |B_{n+1}| \), for \( n \geq 0 \), and \( \tau = \inf\{n \geq 1: Y_n \leq d\} \).

**Lemma 6.1.** Suppose that Assumption 2.1 holds. Let \( L > 0 \), and let \( \epsilon > 0 \) be such that \( |\alpha - \epsilon| \geq 1 \). Then there exists a positive constant \( c \) such that, for sufficiently large \( x \),

\[
E[\tau^{\alpha+L} | Y_0 = x] \leq cx^{|\alpha-\epsilon|}.
\]

In particular \( E[\tau^{\alpha+L} | Y_0 = x] = O(x) \).

**Proof of Proposition 6.1.** To begin with, note that

\[
P\left( \sum_{n=0}^{T(u^\beta)-1} X_n > u, T(u^\beta) < \tau_d \right) \leq P\left( \sum_{n=0}^{T(u^\beta)-1} |X_n| > u, T(u^\beta) < \tau_d \right)
\]

\[
\leq P(u^\beta \tau_d > u) = P(\tau_d > u^{1-\beta}),
\]

which decays exponentially. It remains to show the second claim. Define

\[
\mathcal{E}_1(u) = \{ \exists n \in \{K_\beta^\gamma(u), K_\beta^\gamma(u) + 1, \ldots, \tau_d\}: |X_n| \geq u^\rho \}.
\]

Note that

\[
P\left( \sum_{n=K_\beta^\gamma(u)}^{\tau_d-1} X_n > u, T(u^\beta) < \tau_d \right) \leq P\left( \sum_{n=K_\beta^\gamma(u)}^{\tau_d-1} |X_n| > u, T(u^\beta) < \tau_d, \mathcal{E}_1(u) \right)
\]

\[
+ P\left( \sum_{n=K_\beta^\gamma(u)}^{\tau_d-1} |X_n| > u, T(u^\beta) < \tau_d, (\mathcal{E}_1(u))^c \right),
\]

where the second term in the last equation is bounded by \( P(\tau_d > u^{1-\rho}) \), and hence is of order \( o(u^{-\alpha}) \). It remains to analyze the first term, which is bounded by \( P(T(u^\beta) < \tau_d, \mathcal{E}_1(u)) \). Our goal here is to show that

\[
P(T(u^\beta) < \tau_d, \mathcal{E}_1(u)) = o(u^{-\alpha}), \quad \text{as } u \to \infty.
\] (6.7)

To begin with, note that, under the dual change of measure \( \mathcal{D} \) we have \( K_\beta^\gamma(u) < \infty \) almost surely. Moreover, \( |X_{K_\beta^\gamma(u)+n}| \leq Y_n \), for all \( n \geq 0 \), where \( \{Y_n\}_{n \geq 0} \) is the AR(1) process that is defined by

\[
Y_0' = u^\gamma, \quad Y_{n+1}' = A_{K_\beta^\gamma(u)+n}Y_n' + |B_{K_\beta^\gamma(u)+n+1}|, \quad \text{for } n \geq 0.
\]

Hence, by defining \( \tau' = \inf\{n \geq 1: Y_n' \leq d\} \), we have that

\[
P(T(u^\beta) < \tau_d, \mathcal{E}_1(u)) = E[ e^{-S_T(u^\beta)} \mathbf{1}_{\{T(u^\beta) < \tau_d\}} \mathbf{1}_{\mathcal{E}_1(u)}]
\]

\[
= E[ e^{-S_T(u^\beta)} \mathbf{1}_{\{X_n > d, \forall n < T(u^\beta)\}} \mathbf{1}_{\mathcal{E}_1(u)}]
\]

\[
\leq E[ e^{-S_T(u^\beta)} \mathbf{1}_{\{X_n > d, \forall n \leq T(u^\beta)\}} \mathbf{1}_{\{\exists n \leq \tau': Y_n' \geq u^\rho\}}].
\]

Now using the strong Markov property we obtain that

\[
P(T(u^\beta) < \tau_d, \mathcal{E}_1(u)) \leq E[ e^{-S_T(u^\beta)} \mathbf{1}_{\{X_n > d, \forall n \leq T(u^\beta)\}}]\left( \exists n \leq \tau': Y_n' \geq u^\rho \right)
\]

\[
= P(T(u^\beta) < \tau_d) P(\exists n \leq \tau': Y_n' \geq u^\rho).
\]
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where \( P(T(u^\beta) < \tau_d) \sim cu^{-\alpha\beta} \) (cf. Corollary 4.2 of Collamore and Mentemeier (2018)). It remains to analyze the asymptotic behavior of
\[
P(\exists n \leq \tau': Y_n' \geq u^\rho) = P(\exists n \leq \tau: Y_n \geq u^\rho \mid Y_0 = u^\gamma), \quad \text{as } u \to \infty,
\]
where \( Y_{n+1} = A_{n+1}Y_n + |B_{n+1}| \), for \( n \geq 0 \), and \( \tau = \inf\{n \geq 1: Y_n \leq d\} \). Once again we adopt the idea of dual change of measure. To be precise, setting \( T = \inf\{n \geq 1: Y_n \geq u^\rho\} \), we apply the \( \alpha \)-shifted change of measure over the time interval \([1, T]\). By doing this we obtain that
\[
\begin{align*}
u^{(\rho - \gamma)} P(T < \tau \mid Y_0 = u^\gamma) &= u^{(\rho - \gamma)} E^\alpha [e^{-\alpha S_T} \mathbb{1}_{\{T < \tau\}} \mid Y_0 = u^\gamma] \\&= E^\alpha \left( \frac{Y_T}{u^\rho} \right)^{-\alpha} \left( \frac{Y_T}{e^{S_T u^\gamma}} \right)^{\alpha} \mathbb{1}_{\{T < \tau\}} \mid Y_0 = u^\gamma \\&\leq E^\alpha \left( \left( \frac{Y_T}{e^{S_T u^\gamma}} \right)^{\alpha} \mathbb{1}_{\{T < \tau\}} \right) \mid Y_0 = u^\gamma.
\end{align*}
\]
Now it is sufficient to show that
\[
\limsup_{u \to \infty} E^\alpha \left[ \left( \frac{Y_T}{e^{S_T u^\gamma}} \right)^{\alpha} \mathbb{1}_{\{T < \tau\}} \right] \mid Y_0 = u^\gamma < \infty,
\]
(6.8) since once it is proved we can set \( \beta + \rho - \gamma > 1 \) so that \( P(T(u^\beta) < \tau_d, \mathcal{F}(u)) = o(u^{-\alpha}) \). Note that
\[
\frac{Y_T}{e^{S_T u^\gamma}} = e^{-S_T u^{\gamma}} \left( e^{S_T u^\gamma} + e^{S_T \sum_{k=1}^T |B_k| e^{-S_k}} \right) = 1 + u^{-\gamma} \sum_{k=1}^T |B_k| e^{-S_k}.
\]
Thus, we have that
\[
\frac{Y_T}{e^{S_T u^\gamma}} \mathbb{1}_{\{T < \tau\}} \leq 1 + u^{-\gamma} \sum_{k=1}^T |B_k| e^{-S_k} \mathbb{1}_{\{T < \tau\}} \leq 1 + u^{-\gamma} \sum_{k=1}^{\infty} |B_k| e^{-S_k} \mathbb{1}_{\{k < \tau\}},
\]
and hence,
\[
E^\alpha \left[ \left( \frac{Y_T}{e^{S_T u^\gamma}} \mathbb{1}_{\{T < \tau\}} \right)^{\alpha} \right] \mid Y_0 = u^\gamma \leq E^\alpha \left[ \left( 1 + u^{-\gamma} \sum_{k=1}^{\infty} |B_k| e^{-S_k} \mathbb{1}_{\{k < \tau\}} \right)^{\alpha} \right] \mid Y_0 = u^\gamma \leq 1 + \sum_{k=1}^{\infty} E^\alpha \left[ u^{-\alpha \gamma} |B_k|^{\alpha} e^{-\alpha S_k} \mathbb{1}_{\{k < \tau\}} \right] \mid Y_0 = u^\gamma \right)^{1/\alpha}
\]
(6.9)
\[
= 1 + u^{-\gamma} \sum_{k=1}^{\infty} E \left[ |B_k|^{\alpha} \mathbb{1}_{\{k < \tau\}} \right] \mid Y_0 = u^\gamma \right)^{1/\alpha}
\]
\[
= 1 + u^{-\gamma} \sum_{k=1}^{\infty} (E|B_k|^{\alpha})^{1/\alpha} P(\tau > k \mid Y_0 = u^\gamma)^{1/\alpha}
\]
\[
\leq 1 + u^{-\gamma} (E|B_k|^{\alpha})^{1/\alpha} \mathbb{E}[\tau^{\alpha+L} \mid Y_0 = u^\gamma] \sum_{k=1}^{\infty} k^{-(\alpha+\epsilon)/\alpha},
\]
for some \( L > 0 \), where in (6.9) we used the Minkowski inequality. Using Lemma 6.1 above, we prove (6.7), (6.8), and hence, Proposition 6.1. \(\Box\)
The following lemmas are useful in proving Proposition 6.2. Let $C_\infty$ be as in (3.3). Set
\[ \mathcal{G}_+(u) = u^{(1-\beta)\alpha} \mathbb{P} \left( \sum_{n=T(u^\beta)}^{K_\beta(u)-1} X_n > u \bigg| \mathcal{F}_{T(u^\beta)} \right) \left( \frac{X_{T(u^\beta)}}{u^\beta} \right)^{-\alpha} \mathbb{I}_{\{Z_{T(u^\beta)}>0\}}, \] (6.10)
and
\[ \mathcal{G}_-(u) = u^{(1-\beta)\alpha} \mathbb{P} \left( \sum_{n=T(u^\beta)}^{K_\beta(u)-1} X_n > u \bigg| \mathcal{F}_{T(u^\beta)} \right) \left( \frac{X_{T(u^\beta)}}{u^\beta} \right)^{-\alpha} \mathbb{I}_{\{Z_{T(u^\beta)}\leq 0\}}. \] (6.11)

Lemma 6.2. Suppose that Assumption 2.1 holds. Under the measure $\mathbb{P}^\alpha$,
\[ \mathcal{G}_+ (u) \xrightarrow{a.s.} C_\infty \mathbb{I}_{\{Z>0\}} \] and \[ \mathcal{G}_- (u) \xrightarrow{a.s.} 0, \] as $u \to \infty.$
Moreover, $\mathcal{G}_+(u)$ and $\mathcal{G}_-(u)$ are bounded in $u$ by some constants almost surely.

Recall that $Z_n$, $\tau_d$, and $T(u)$ are defined in (2.6), (3.1), and (6.1), respectively.

Lemma 6.3. Suppose that Assumption 2.1 holds. The random variables $Z_{T(u^\beta)}^+ \mathbb{I}_{\{T(u^\beta) < \tau_d\}}$ and $Z_{T(u^\beta)}^- \mathbb{I}_{\{T(u^\beta) < \tau_d\}}$ are bounded by
\[ \bar{Z} = |X_0| + \sum_{n=1}^{\infty} |B_n| e^{-S_n} \mathbb{I}_{\{n < \tau_d\}}. \]
Moreover, $\mathbb{E}^\alpha [\bar{Z}^\alpha] < \infty.$

Proof of Proposition 6.2. We focus on deriving the first asymptotics, since the second one follows using similar arguments. Note that
\[ u^{\alpha} \mathbb{P} \left( \sum_{n=T(u^\beta)}^{K_\beta(u)-1} X_n > u, T(u^\beta) < \tau_d \right) = u^{\alpha} \mathbb{P} \left( \sum_{n=T(u^\beta)}^{K_\beta(u)-1} X_n > u, X_{T(u^\beta)} > 0, T(u^\beta) < \tau_d \right) \]
\[ + u^{\alpha} \mathbb{P} \left( \sum_{n=T(u^\beta)}^{K_\beta(u)-1} X_n > u, X_{T(u^\beta)} < 0, T(u^\beta) < \tau_d \right) \]
\[ = (I.1) + (I.2). \] (6.12)

We start considering the first term on the r.h.s. of (6.12). Applying the dual change of measure $\mathcal{D}$ together with Result 2.2 we obtain that
\[ (I.1) = \mathbb{E}^\mathcal{D} \left[ g_{\tau_d-1}(X_0, \ldots, X_{\tau_d-1}) \mathbb{I}_{\{X_{T(u^\beta)}>0\}} e^{-\alpha S_{T(u^\beta)}} \mathbb{I}_{\{T(u^\beta)<\tau_d\}} \right], \]
where we recall that $g_{\tau_d-1}$ is the projection of the function
\[ g(X_0, X_1, \ldots) = 1, \quad \text{if} \quad \sum_{n=T(u^\beta)}^{K_\beta(u)-1} X_n > u, \]
onto its first $\tau_d - 1$ coordinates. Recall the expression for $Z_n$ given in (2.6). Note that
\[ (I.1) = u^{\alpha} \mathbb{E}^\mathcal{D} \left[ g_{\tau_d-1}(X_0, \ldots, X_{\tau_d-1}) \mathbb{I}_{\{X_{T(u^\beta)}>0\}} e^{-\alpha S_{T(u^\beta)}} \mathbb{I}_{\{T(u^\beta)<\tau_d\}} \right] \]
\[ = u^{\alpha} \mathbb{E}^\mathcal{D} \left[ g_{\tau_d-1}(X_0, \ldots, X_{\tau_d-1}) |X_{T(u^\beta)}|^{-\alpha} \mathbb{I}_{\{X_{T(u^\beta)}>0\}} e^{-\alpha S_{T(u^\beta)}} \mathbb{I}_{\{T(u^\beta)<\tau_d\}} \right] \]
\[ = \mathbb{E}^\mathcal{D} \left[ (Z_{T(u^\beta)}^+)^\alpha \mathbb{I}_{\{T(u^\beta)<\tau_d\}} \mathcal{G}_+(u) \right]. \] (6.13)
for all $n \geq 0$. Using Lemma 6.2, Lemma 6.3, the dominated convergence theorem and the fact that $T(u^\beta) \to \infty$ as $u \to \infty$, we obtain that

$$
\lim_{u \to \infty} (I.1) = \lim_{u \to \infty} E^\alpha \left[ ( Z_+^{T(u^\beta)} )^\alpha \mathbb{1}_{(T(u^\beta) < \tau_d)} \mathcal{G}_+(u) \right] = \lim_{u \to \infty} E^\alpha \left[ ( Z_+^{T(u^\beta)} )^\alpha \mathbb{1}_{(T(u^\beta) < \tau_d)} \mathcal{G}_+(u) \right] = \mathbb{E}^\alpha \left[ ( Z_+^{T(u^\beta)} )^\alpha \mathbb{1}_{(T(u^\beta) < \tau_d)} \mathcal{G}_+(u) \right] = C_\infty \mathbb{E}^\alpha \left[ ( Z_+^{\tau} )^\alpha \mathbb{1}_{(\tau = \infty)} \right].
$$

Analogously, we have that

$$
(I.2) = \mathbb{E}^\beta \left[ ( Z_{T(u^\beta)} )^\alpha \mathbb{1}_{(T(u^\beta) < \tau_d)} \mathcal{G}_-(u) \right] \to 0, \quad \text{as } u \to \infty,
$$

where $\mathcal{G}_-(u)$ was defined in (6.11). Using (6.12), (6.13), and (6.14), we prove the first asymptotics in Proposition 6.3. Let

$$
\alpha \beta X_{\tau} \alpha = \lim_{u \to \infty} \frac{\mathbb{E}[X_{\tau}^{\alpha+L} | Y_0 = x]}{\mathbb{E}[X_{\tau}^{\alpha+L} | Y_0 = x]} \leq cx^{\alpha+\epsilon}.
$$

In particular, $\mathbb{E}[X_{\tau}^{\alpha+L} | Y_0 = x] = \mathcal{O}(x)$.

Lemma 6.4. Suppose that Assumptions 2.1 and 2.2 hold. Let $\epsilon > 0$, and let $L > 0$ be such that $|\alpha - \epsilon| \geq 1$. Then there exists a positive constant $c$ such that, for sufficiently large $x$,

$$
\mathbb{E}[X_{\tau}^{\alpha+L} | Y_0 = x] \leq cx^{\alpha+\epsilon}.
$$

Proof of Proposition 6.3. By replacing $\tau_d$ with $r_1$, the proposition can be shown using almost identical arguments as in the proof of Proposition 6.1. Nonetheless, we need to show that

- $\mathbb{P}(T(u^\beta) < r_1) \sim cu^{-\alpha \beta}$ for some constant $c$, and that
- $\mathbb{E}[X_{\tau}^{\alpha+\epsilon} | Y_0 = x] = \mathcal{O}(x)$, where $Y_n + 1 = A_n Y_n + |B_n|$, and $r_1$ is the first time that $(Y_n, \eta_n)$ returns to the set $[-d, d] \times \{1\}$.

For this, we use Lemmas 6.4 and 6.5 above.

Proof of Proposition 6.4. Using Lemma 6.2, Lemma 6.3, the dominated convergence theorem and the fact that $T(u^\beta) \to \infty$ as $u \to \infty$, one can prove the first asymptotics. The second one follows by a similar analysis.

Next we provide proofs of all lemmas in this section. To show Lemma 6.1, we introduce a result on bounding functionals of passage times for Markov chains. Let $\{V_n\}_{n \geq 0}$ be an $\mathcal{F}_n$-adapted stochastic process taking values in an unbounded subset of $\mathbb{R}_+$. Let $\{U_n\}_{n \geq 0}$ be another $\mathcal{F}_n$-adapted stochastic process taking values in an unbounded subset of $\mathbb{R}_+$ such that for any $n \geq 0$, $U_n$ is integrable. Let $\tau_d = \inf\{n \geq 0 : V_n \leq d\}$ be the first time $V_n$ returning to the set $(-\infty, d]$.
Result 6.1 (Theorem 2.2' of Aspandiarov and Iasnogorodski [1999]). Suppose there exists a positive number \( d \) and positive on \((d, \infty)\) functions \( g, h \) such that for any \( n \geq 0 \), \( U_n \leq h(V_n) \) and
\[
E[U_{n+1} - U_n \mid F_n] \leq -g(V_n) \quad \text{on} \{ r_d > n \}.
\]
Then for any convex in a neighborhood of \( \infty \) function \( f \in \mathcal{G} \) satisfying
\[
\limsup_{y \to \infty} \frac{f(2y)}{f(y)} \leq c_f,
\]
for some positive constant \( c_f \), and
\[
\liminf_{y \to \infty} \frac{g(y)}{f' \circ f^{-1} \circ h(y)} > 0,
\]
there exists a positive constant \( c \) such that, for all \( x \geq d \)
\[
E[f(r_d) \mid V_0 = x] \leq ch(x).
\]
Moreover, the following lemma is useful in proving Lemma 6.1. Define
\[
\mathcal{C}_2^c(u) = \{ |B_n| \leq u^\alpha, \forall 1 \leq n < K^c_\beta(u) \}.
\]
Lemma 6.6. Suppose that Assumption 2.1 holds. Let \( v \) be fixed such that \( |v| > 1 \). For any \( \beta + \gamma > 1 \) and any \( \epsilon > 0 \) there exists an \( u_0 \) sufficiently large so that, for all \( u \geq u_0 \),
\[
P((\mathcal{C}_2^c(u))^c \mid X_0 = vu^\beta) \leq \epsilon |v|u^{-1(\beta - \gamma)}.
\]
Proof of Lemma 6.6. We want to apply Result 6.1. Set \( f(y) = y^{\alpha + L} \), \( h(y) = y^{\beta} \) with \( \alpha = |\alpha - \epsilon| \), and \( U_n = h(Y_n) \). Using the binomial formula, we have that
\[
E[U_{n+1} - U_n \mid F_n] \leq E[A_{n+1}^{2\beta}] - 1)Y_n^{\beta} + c_1 Y_n^{\alpha - 1}, \quad \text{on} \{ Y_n \geq 1 \},
\]
for some positive constant \( c_1 \) depending on the first \((\alpha - 1)\)-st moments of both \( A_1 \) and \( B_1 \). Using the fact that \( \underline{\alpha} < \alpha \) and the moment generating function of \( \log A_1 \) is convex, we have \( E[A_{n+1}^{2\beta}] < 1 \). Thus, there exists a sufficiently large \( d' \) such that, on \( \{ Y_n > d' \} \),
\[
E[U_{n+1} - U_n \mid F_n] \leq (E[A_{n+1}^{2\beta}] - 1)Y_n^{\beta} + c_1 Y_n^{\alpha - 1} \leq -c_2 Y_n^{\alpha} = -g(Y_n),
\]
where \( g(y) = c_2 y^{\alpha} = c_2 h(y) \), and \( c_2 \) is a positive constant depending on \( d' \). Obviously, \( f \in \mathcal{G} \) is convex, and \( f(2y)/f(y) \leq 2^{\alpha + L} \). Moreover, setting \( \alpha = \alpha + L \) we have that
\[
\frac{g(y)}{f' \circ f^{-1} \circ h(y)} = \frac{c_2 h(y)}{\alpha h(y)^{(\alpha - 1)/\alpha}} = \frac{c_2 y^{\beta}}{\alpha y^{\beta - (\alpha - 1)/\alpha}} \to \infty,
\]
since \( \alpha > 1 \). In view of these, we can apply Result 6.1 and obtain that
\[
E[\tau^{\alpha + L} \mid Y_0 = x] \leq c_3 x^{\alpha - \epsilon}, \quad \text{for all} \ x \geq d',
\]
for some positive constant \( c_3 \), where \( \tau = \inf \{ n \geq 1 : Y_n \leq d' \} \). W.l.o.g. we assume that \( d' \geq d \). Using Minkowski's inequality we obtain that
\[
E[\tau^{\alpha + L} \mid Y_0 = x]^{1/(\alpha + L)} \leq E[(\tau + \hat{\tau} - \hat{\tau})^{\alpha + L} \mid Y_0 = x]^{1/(\alpha + L)}
\]
\[
\leq E[\tau^{\alpha + L} \mid Y_0 = x]^{1/(\alpha + L)} + E[(\tau - \hat{\tau})^{\alpha + L} \mid Y_0 = x]^{1/(\alpha + L)}
\]
\[
\leq E[\tau^{\alpha + L} \mid Y_0 = x]^{1/(\alpha + L)} + \sup_{y \in [0,d']} E[\tau^{\alpha + L} \mid Y_0 = y]^{1/(\alpha + L)}
\]
\[
\leq E[\tau^{\alpha + L} \mid Y_0 = x]^{1/(\alpha + L)} + \sup_{y \in [0,d']} E[\tau^{\alpha + L} \mid Y_0 = y]^{1/(\alpha + L)} + O(1),
\]
as $x \rightarrow \infty$. Following the arguments as in the proof of Lemma 2.1, $t$ can be chosen such that

$$\sup_{y \in [0, d]} \mathbb{E}[t^y | Y_0 = y]^{1/(\alpha + L)} < \infty.$$  

For this choice of $t$, we have that

$$\mathbb{E}[x^{\alpha + L} | Y_0 = x]^{1/(\alpha + L)} \leq \mathbb{E}[x^{\alpha + L} | Y_0 = x]^{1/(\alpha + L)} + O(1), \quad \text{as} \quad x \rightarrow \infty. \quad (6.17)$$

Using (6.16) and (6.17), there exists a $c > 0$ such that $\mathbb{E}[x^{\alpha + L} | Y_0 = x] \leq c e^{x^{\alpha - \delta}}$ for sufficiently large $x$. $\square$

**Proof of Lemma 6.2.** We prove first the statements associated with $\mathcal{G}_+(u)$. As $\{Z_{T(u^\beta)}>0\} \overset{a.s.}{\rightarrow} \{Z>0\}$ under $\mathbf{P}^\alpha$, it is sufficient to show that

$$\lim_{u \rightarrow \infty} u^{(1-\beta)\alpha} \mathbb{P}\left( \sum_{k=0}^{K_3^\alpha(u)-1} X_k > u, \frac{X_{T(u^\beta)}}{u^\beta} = v \right) = C_\infty v^\alpha, \quad \text{for} \quad v > 1.$$  

Noting

$$\frac{X_n}{X_{n-1}} \leq A_n + \frac{B_n}{|X_{n-1}|} < A_n + |B_n|u^{-\gamma}, \quad \text{for} \quad T(u^\beta) < n < K_3^\alpha(u),$$

we obtain that, for $\delta > 0$ and $v \geq 1$

$$\mathbb{P}\left( \sum_{k=0}^{K_3^\alpha(u)-1} X_k > u, \frac{X_{T(u^\beta)}}{u^\beta} = v \right) \leq \mathbb{P}\left( \sum_{k=0}^{\infty} e^{S_k} > \frac{u^{1-\beta}}{v} \right) = \mathbb{P}\left( \sum_{k=0}^{\infty} e^{S_k} + \sum_{k=0}^{\infty} e^{S_k} - \sum_{k=0}^{\infty} e^{S_k} > \frac{u^{1-\beta}}{v} \right) \leq \mathbb{P}\left( \sum_{k=0}^{\infty} e^{S_k} > \frac{u^{1-\beta}}{v} - \delta \right) + \mathbb{P}\left( \sum_{k=0}^{\infty} e^{S_k} - \sum_{k=0}^{\infty} e^{S_k} > \delta \right), \quad (6.18)$$

where $S_n^{(a)} = \sum_{i=1}^{n} \log(A_i + B_i|u^{-\gamma})$. Note that

$$\mathbb{P}\left( \sum_{k=0}^{\infty} e^{S_k} > \frac{u^{1-\beta}}{v} - \delta \right) \sim C_\infty \left( \frac{u^{1-\beta}}{v} \right)^{-\alpha}. \quad (6.19)$$

Moreover, using the Markov’s inequality and the fact that $S_n^{(a)} \geq S_n$ we obtain that

$$u^{(1-\beta)\alpha} \mathbb{P}\left( \sum_{k=0}^{\infty} e^{S_k^{(a)}} - \sum_{k=0}^{\infty} e^{S_k} > \delta \right) \leq \delta^{-1} u^{(1-\beta)\alpha} \mathbb{E}\left[ \sum_{k=0}^{\infty} e^{S_k^{(a)}} - \sum_{k=0}^{\infty} e^{S_k} \right] \leq \delta^{-1} u^{(1-\beta)\alpha} \left( \sum_{k=0}^{\infty} \mathbb{E}[A_1 + |B_1|u^{-\gamma}] + \sum_{k=0}^{\infty} \mathbb{E}[A_1] \right) \leq \delta^{-1} u^{(1-\beta)\alpha} \left( \frac{1}{1 - \text{E}A_1 - u^{-\gamma}\text{E}|B_1| - \frac{1}{1 - \text{E}A_1}} - \frac{\text{E}|B_1|}{1 - \text{E}A_1 - u^{-\gamma}\text{E}|B_1|(1 - \text{E}A_1)} \right) = \mathcal{O}(u^{(1-\beta)\alpha-\gamma}),$$
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using $\mathbf{E}A_1 < 1$. By choosing $\beta$ sufficiently close to 1 so that $(1-\beta)\alpha < \gamma$, we have that

$$
P \left( \sum_{k=0}^{\infty} e^{S_k} - \sum_{k=0}^{\infty} e^{S_k} > \delta \right) = o(u^{-(1-\beta)\alpha}). \tag{6.20}$$

Using (6.18)–(6.20), an upper bound is given by, for all $n < K$

$$\limsup_{u \to \infty} u^{(1-\beta)\alpha} \mathbf{P} \left( \sum_{k=T(u^\beta)}^{K(u)-1} X_k > u \ \bigg| \frac{X_{T(u^\beta)}}{u^\beta} = v \right) \leq C \alpha v^\alpha. \tag{6.21}$$

Next we show the corresponding lower bound. By the Markov property we obtain that

$$
P \left( \sum_{k=T(u^\beta)}^{K(u)-1} X_k > u \ \bigg| \frac{X_{T(u^\beta)}}{u^\beta} = v \right) = \mathbf{P} \left( \sum_{k=0}^{K(u)-1} X_k > u \ \bigg| \frac{X_0}{u^\beta} = v \right). \tag{6.22}$$

Note that, on the event $\{X_0 \geq u^\beta\}$

$$\left| \frac{X_n}{X_{n-1}} \right| \geq \left( A_n - \frac{|B_n|}{|X_{n-1}|} \right)^+ \geq (A_n - u^{-\gamma}|B_n|)^+,$$

for all $n < K(u)^-$. This implies that

$$\sum_{i=1}^{n} \log(A_i - u^{-\gamma}|B_i|)^+ \leq \frac{X_{K(u)^-} - X_0}{X_0} \leq \frac{u^{-\beta}}{v},$$

where $\sum_{i=1}^{n} \log(A_i - u^{-\gamma}|B_i|)^+$, and hence

$$K(u)^- \geq \inf \{ n \geq 1 : \sum_{i=1}^{n} \log(A_i - u^{-\gamma}|B_i|)^+ \} = K(u). \tag{6.24}$$

Recall $E_2(u) = \{|B_n| \leq u^\gamma, \forall 1 \leq n < K(u)^-\}$. In view of (6.22)–(6.24), we have, for $\delta > 0$,

$$
P \left( \sum_{k=T(u^\beta)}^{K(u)^-1} X_k > u \ \bigg| \frac{X_{T(u^\beta)}}{u^\beta} = v \right) = \mathbf{P} \left( \sum_{k=0}^{K(u)^-1} X_k > u \ \bigg| \frac{X_0}{u^\beta} = v \right)
\geq \mathbf{P} \left( \sum_{k=0}^{K(u)^-1} X_k > u, E_2(u) \ \bigg| \frac{X_0}{u^\beta} = v \right)
\geq \mathbf{P} \left( \sum_{k=0}^{K(u)^-1} e^{S_k} > \frac{u^{1-\beta}}{v}, E_2(u) \ \bigg| \frac{X_0}{u^\beta} = v \right)
\geq \mathbf{P} \left( \sum_{k=0}^{K(u)^-1} e^{S_k} > \frac{u^{1-\beta}}{v} \ \bigg| \frac{X_0}{u^\beta} = v \right)
- \mathbf{P} \left( E_2(u)^c \ \bigg| \frac{X_0}{u^\beta} = v \right)
= \mathbf{P} \left( \sum_{k=0}^{K(u)^-1} e^{S_k} > \frac{u^{1-\beta}}{v} \ \bigg| \frac{X_0}{u^\beta} = v \right) + o(u^{(1-\beta)v^\alpha},
\right.$$
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where in the last inequality we have used Lemma 6.6 above. Thus, it is sufficient to consider

\[
P \left( \sum_{k=0}^{\infty} e_{k}^{(u)} > \frac{u^{1-\beta}}{\nu} \right) \geq P \left( \sum_{k=0}^{\infty} \varepsilon_{k}^{(u)} > \frac{u^{1-\beta}}{\nu} \right)
\]

\[
\geq P \left( \sum_{k=0}^{\infty} e_{k}^{(u)} > \frac{u^{1-\beta}}{\nu} + \delta \right) - P \left( \sum_{k=0}^{\infty} \varepsilon_{k}^{(u)} > \delta \right)
\]

\[
= P \left( \sum_{k=0}^{\infty} e_{k}^{(u)} > \frac{u^{1-\beta}}{\nu} + \delta \right) - \delta^{-1} \mathbb{E} \left[ \sum_{k=0}^{\infty} \varepsilon_{k}^{(u)} \right]
\]

\[
= P \left( \sum_{k=0}^{\infty} e_{k}^{(u)} > \frac{u^{1-\beta}}{\nu} + \delta \right) - \delta^{-1} \mathbb{E} \left[ \sum_{k=0}^{\infty} e_{k}^{(u)} \right],
\]

(6.25)

using the fact that \(1 < \nu = X_0/\nu^\beta\). For the second term in (6.25), we have that

\[
\mathbb{E} \left[ \sum_{k=0}^{\infty} e_{k}^{(u)} \right] \leq \mathbb{E} \left[ \sum_{k=0}^{\infty} e_{k} \right] < \infty,
\]

and hence,

\[
u^{(1-\beta)\alpha} \delta^{-1} \nu^{\gamma-\beta} \mathbb{E} \left[ \sum_{k=0}^{\infty} e_{k}^{(u)} \right] = o(1), \quad \text{for} \ \beta > (\alpha + \gamma)/(\alpha + 1).
\]

(6.26)

Therefore, it remains to consider the first term in (6.25). Note that

\[
P \left( \sum_{k=0}^{\infty} e_{k}^{(u)} > \frac{u^{1-\beta}}{\nu} + \delta \right)
\]

\[
\geq P \left( \sum_{k=0}^{\infty} e_{k} > \frac{u^{1-\beta}}{\nu} + 2\delta \right) - P \left( \sum_{k=0}^{\infty} \varepsilon_{k} - \sum_{k=0}^{\infty} e_{k}^{(u)} > \delta \right)
\]

\[
= P \left( \sum_{k=0}^{\infty} e_{k} > \frac{u^{1-\beta}}{\nu} + 2\delta \right) - \delta^{-1} \mathbb{E} \left[ \sum_{k=0}^{\infty} e_{k} - \sum_{k=0}^{\infty} e_{k}^{(u)} \right]
\]

\[
= P \left( \sum_{k=0}^{\infty} e_{k} > \frac{u^{1-\beta}}{\nu} + 2\delta \right) - \delta^{-1} \left( \frac{1}{1 - \mathbb{E} A_1} - \frac{1}{1 - \mathbb{E} (A_1 - u^{-\gamma} |B_1|)^+} \right)
\]

\[
\geq P \left( \sum_{k=0}^{\infty} e_{k} > \frac{u^{1-\beta}}{\nu} + 2\delta \right) - \delta^{-1} \frac{\mathbb{E} A_1 - \mathbb{E} (A_1 - u^{-\gamma} |B_1|)^+}{(1 - \mathbb{E} A_1)(1 - \mathbb{E} (A_1 - u^{-\gamma} |B_1|)^+)}
\]

\[
\geq P \left( \sum_{k=0}^{\infty} e_{k} > \frac{u^{1-\beta}}{\nu} + 2\delta \right) - \delta^{-1} \frac{u^{-\gamma} \mathbb{E} |B_1|}{(1 - \mathbb{E} A_1)(1 - \mathbb{E} (A_1 - u^{-\gamma} |B_1|)^+)}.
\]

(6.27)
In view of (6.25)–(6.27), we have that
\[ \liminf_{u \to \infty} u^{(1-\beta)\alpha} \mathbb{P} \left( \sum_{k=T(u^\beta)}^{K(u)-1} X_k > u \left| \frac{X_{T(u^\beta)}}{u^\beta} = v \right. \right) \geq C_{\infty} v^\alpha. \]

Combining this with (6.21) we have that
\[ \lim_{u \to \infty} u^{(1-\beta)\alpha} \mathbb{P} \left( \sum_{k=T(u^\beta)}^{K(u)-1} X_k > u \left| \frac{X_{T(u^\beta)}}{u^\beta} = v \right. \right)^{-\alpha} = C_{\infty}, \]
\[ \mathbb{P}^\alpha \text{-almost surely.} \]

Next we show boundedness of \( \mathcal{G}_+ (u) \). Using (6.21), for \( \epsilon > 0 \), there exists \( U (\epsilon) \) (independent of \( v \)) such that
\[ \left( \frac{u^{(1-\beta)}}{v} \right)^\alpha \mathbb{P} \left( \sum_{k=T(u^\beta)}^{K(u)-1} X_k > u \left| \frac{X_{T(u^\beta)}}{u^\beta} = v \right. \right) \leq C_{\infty} + \epsilon, \]
for all \( u^{(1-\beta)} \geq vU (\epsilon) \). Moreover, for all \( 0 < u^{(1-\beta)} < vU (\epsilon) \),
\[ u^{(1-\beta)\alpha} \mathbb{P} \left( \sum_{k=T(u^\beta)}^{K(u)-1} X_k > u \left| \frac{X_{T(u^\beta)}}{u^\beta} = v \right. \right) \leq u^{(1-\beta)\alpha} \leq v^\alpha U (\epsilon)^\alpha. \]  
(6.28)

Thus
\[ u^{(1-\beta)\alpha} \mathbb{P} \left( \sum_{k=T(u^\beta)}^{K(u)-1} X_k > u \left| \frac{X_{T(u^\beta)}}{u^\beta} = v \right. \right) \leq \max \{ C_{\infty} + \epsilon, U (\epsilon)^\alpha \} v^\alpha, \]
for all \( u > 0 \). This implies that \( \mathcal{G}_+ (u) \leq \max \{ C_{\infty} + \epsilon, U (\epsilon)^\alpha \} < \infty. \)

Finally, we show the statements involved with \( \mathcal{G}_- \). By the Markov property, it is sufficient to show that, for any arbitrary \( \epsilon > 0 \) and \( v < -1 \)
\[ \limsup_{u \to \infty} u^{(1-\beta)\alpha} \mathbb{P} \left( \sum_{k=0}^{K(u)-1} X_k > u \left| \frac{X_0}{u^\beta} = v \right. \right) \leq \epsilon |v|^\alpha. \]

Recall
\[ \mathcal{E}_2 (u) = \{ |B_n| \leq u^\gamma, \forall 1 \leq n < K_\beta (u) \}, \]
was defined in (6.15). We have that
\[ \mathbb{P} \left( \sum_{k=0}^{K(u)-1} X_k > u \left| \frac{X_0}{u^\beta} = v \right. \right) \leq \mathbb{P} \left( \sum_{k=0}^{K(u)-1} X_k > u, \mathcal{E}_2 (u) \left| \frac{X_0}{u^\beta} = v \right. \right) + \mathbb{P} \left( \mathcal{E}_2 (u)^c \left| \frac{X_0}{u^\beta} = v \right. \right)
= \mathbb{P} \left( \mathcal{E}_2 (u)^c \left| X_0 = vu^\beta \right. \right) = o(u^{-(1-\beta)\alpha}) |v|, \]
thanks to Lemma 6.6. The boundedness of \( \mathcal{G}_- \) follows using similar arguments as in (6.28). \( \square \)

Remark 3. Using similar arguments as in the proof of Lemma 6.2 one can show that
\[ \lim_{u \to \infty} u^{(1-\beta)\alpha} \mathbb{P} \left( \sum_{n=T(u^\beta)}^{K(u)-1} |X_n| > u \left| \frac{X_{T(u^\beta)}}{u^\beta} = v \right. \right)^{-\alpha} = C_{\infty}. \]
As a consequence of this result, we have that
\[ u^\alpha P(\sum_{n=0}^{r_1-1} |X_n| > u) \to C_\infty E^\alpha[|Z|^\alpha 1_{\{r_1=\infty\}}], \quad u \to \infty. \]

**Proof of Lemma 6.5.** Note that \( Z_{T(u)}^+ 1_{\{T(u) < r_1\}} \) and \( Z_{T(u)}^- 1_{\{T(u) > r_1\}} \) are bounded by \( |Z_{T(u)}^\alpha 1_{\{T(u) < r_1\}}| \), for which we have that
\[ |Z_{T(u)}^\alpha 1_{\{T(u) < r_1\}}| \leq |X_0| + \sum_{n=1}^{T(u)} |B_n| e^{-S_n} 1_{\{T(u) < r_1\}} \leq |X_0| + \sum_{n=1}^{\infty} |B_n| e^{-S_n} 1_{\{n < r_1\}} = \tilde{Z}. \]

Moreover, using Minkowski’s inequality we have that
\[ E^\alpha[\tilde{Z}^\alpha]^{1/\alpha} \leq |X_0| + \sum_{n=1}^{\infty} E^\alpha \left[ |B_n|^\alpha e^{-\alpha S_n} 1_{\{n < r_1\}} \right]^{1/\alpha} = |X_0| + \sum_{n=1}^{\infty} E \left[ |B_n|^\alpha 1_{\{n < r_1\}} \right]^{1/\alpha} \]
\[ = |X_0| + (E|B|^{\alpha+\epsilon})^{1/\alpha} \sum_{n=1}^{\infty} P(r_d > n)^{\epsilon/\alpha^2} < \infty, \]
where in the second last inequality we used Hölder’s inequality, and the finiteness follows from the fact that \( P(r_d > n) \) decays exponentially in \( n \), as established in Lemma 2.1.

**Proof of Lemma 6.4.** Recall that \( \tau = \inf \{ n \geq 1 : Y_n \leq d \} \). Using Minkowski’s inequality we obtain that
\[ E[\tau^{\alpha+L} | Y_0 = x]^{1/(\alpha+L)} = E[(\tau^{\alpha+L} | Y_0 = x)]^{1/(\alpha+L)} \leq E[\tau^{\alpha+L} | Y_0 = x]^{1/(\alpha+L)} + \sup_{y \in [0,d]} E[\tau^{\alpha+L} | Y_0 = y]^{1/(\alpha+L)} \]
\[ \leq E[\tau^{\alpha+L} | Y_0 = x]^{1/(\alpha+L)} + \sup_{y \in [0,d]} E[\tau^{\alpha+L} | Y_0 = y]^{1/(\alpha+L)} + O(1), \]
as \( x \to \infty \), where, by following the arguments as in the proof of Lemma 2.1, \( t \) can be chosen such that \( \sup_{y \in [0,d]} E[t^r | Y_0 = y] < \infty \). For this choice of \( t \), we have that
\[ E[\tau^{\alpha+L} | Y_0 = x]^{1/(\alpha+L)} \leq E[\tau^{\alpha+L} | Y_0 = x]^{1/(\alpha+L)} + O(1), \quad as \ x \to \infty. \]

Finally, using Lemma 6.3 above we have that \( E[\tau^{\alpha+L} | Y_0 = x] \leq c x^{\alpha-\epsilon} \) for sufficiently large \( x \).

**Proof of Lemma 6.3.** Note that both \( |Z_{T(u)}^\alpha 1_{\{T(u) < r_1\}}| \) and \( |Z_{T(u)}^\alpha 1_{\{n \leq r_1\}}| \) are bounded by
\[ \tilde{Z} = |X_0| + \sum_{n=1}^{\infty} |B_n| e^{-S_n} 1_{\{n \leq r_1\}}, \]
whose \( \alpha \)-th moment is finite thanks to Lemma 6.3. Moreover, note that \( \{X_n\}_{n \geq 0} \) is transient in the \( \alpha \)-shifted measure (cf. Lemma 2.2 above), and hence, \( T(u) < \infty \) a.s. Applying a change of measure argument, we obtain that
\[ u^\alpha P(T(u) < r_1) = u^\alpha E^\alpha e^{-\alpha S_{T(u)} 1_{\{T(u) < r_1\}}} = E^\alpha \left[ |Z_{T(u)}| \frac{X_{T(u)}}{u} \right]^{\alpha} 1_{\{T(u) < r_1\}} \]
\[ = E^\alpha \left[ Z_n^{\alpha} 1_{\{n \leq T(u)\}} 1_{\{n \leq r_1\}} \right] E^\alpha \left[ \frac{X_{T(u)}}{u} \right]^{\alpha} 1_{\{T(u) < r_1\}} \]
\[ + E^\alpha \left[ |Z_{T(u)}|^{\alpha} 1_{\{T(u) < r_1\}} - |Z_n^{\alpha} 1_{\{n \leq T(u)\}} 1_{\{n \leq r_1\}} \right] \frac{X_{T(u)}}{u}^{\alpha} \]
\[ = (III.1) + (III.2), \]
where \( \{ F_n \}_{n \geq 0} \) is the natural filtration. Since \( (X_{T(u))/u)^{-\alpha} \leq 1 \) and \( T(u) \rightarrow \infty \) a.s. as \( u \rightarrow \infty \),

\[
\lim_{n \rightarrow \infty} \lim_{u \rightarrow \infty} (\text{III.2}) \leq \lim_{n \rightarrow \infty} \lim_{u \rightarrow \infty} E^\alpha \left[ \left( |Z_{T(u)}|^{\alpha} 1_{\{ T(u) < r_1 \}} - |Z_n|^{\alpha} 1_{\{ n \leq T(u) \}} \right) 1_{\{ n \leq r_1 \}} \right] = \lim_{n \rightarrow \infty} E^\alpha \left[ \lim_{u \rightarrow \infty} \left( |Z_{T(u)}|^{\alpha} 1_{\{ T(u) < r_1 \}} - |Z_n|^{\alpha} 1_{\{ n \leq T(u) \}} \right) 1_{\{ n \leq r_1 \}} \right] = \lim_{n \rightarrow \infty} E^\alpha \left[ |Z_n|^{\alpha} 1_{\{ r_1 = \infty \}} - |Z_n|^{\alpha} 1_{\{ n \leq r_1 \}} \right] = 0.
\]

It remains to consider (\text{III.1}). Note that, given \( F_n \), \( n \leq T(u) \), the random variable \( \log \left| X_{T(u)}/u \right| - \log u \) converges in distribution to some positive random variable \( X \)—which is independent of \( F_n \), \( n \leq T(u) \)—as \( u \rightarrow \infty \), under the \( \alpha \)-shifted measure (cf. e.g. Theorem 3.8 of Collamore and Mentemeier (2018)). Hence we have that

\[
\lim_{u \rightarrow \infty} E^\alpha \left[ \left( |X_{T(u)}/u|^{-\alpha} \right) 1_{\{ u \leq T(u) \}} \right] = E\left[ e^{-\alpha X} \right].
\]

Moreover, using dominated convergence and the fact \( 1_{\{ n \leq T(u) \}} E^\alpha \left[ |X_{T(u)}/u|^{-\alpha} |F_n| \right] \leq 1 \), we obtain

\[
\lim_{n \rightarrow \infty} \lim_{u \rightarrow \infty} (\text{III.1}) = \lim_{n \rightarrow \infty} E^\alpha \left[ |Z_n|^{\alpha} 1_{\{ n \leq r_1 \}} \right] \lim_{u \rightarrow \infty} E^\alpha \left[ \left( |X_{T(u)}/u|^{-\alpha} \right) 1_{\{ u \leq T(u) \}} \right] = \lim_{n \rightarrow \infty} E^\alpha \left[ |Z_n|^{\alpha} 1_{\{ r_1 = \infty \}} \right] = \lim_{n \rightarrow \infty} E^\alpha \left[ |Z_n|^{\alpha} 1_{\{ n \leq r_1 \}} \right],
\]

completing the proof. \( \square \)

Proof of Lemma 3.7. To begin with, we write, for some \( \delta > 0 \),

\[
P((\mathcal{E}_2^\delta(u)|X_0 = vu^\delta) = P(\exists n < K_\beta^\delta(u): |B_n| > u^\gamma |X_0 = vu^\delta) \leq P(\exists n < \tau_d: |B_n| > u^\gamma |X_0 = vu^\delta) \leq P(\exists n \leq u^\delta: |B_n| > u^\gamma) \leq \text{(II.1)} + \text{(II.2)}.
\]

To bound (\text{II.1}), we have that

\[
(\text{II.1}) \leq u^\delta P(|B_1| > u^\gamma) \leq u^\delta e^{-\alpha \gamma} E|B_1|^\alpha = o(u^{-(1-\beta)\alpha}),
\]

for \( (1-\beta)\alpha + \delta - \alpha \gamma < 0 \). Since (\text{II.2}) \leq u^{-(\alpha + L)\delta} E[r^{\alpha + L} |X_0 = vu^\delta] \), it is sufficient to bound \( E[r^{\alpha + L} |X_0 = vu^\delta] \). Recall \( \{ Y_n \}_{n \geq 0} \) is the \( \mathbb{R}_+ \)-valued Markov chain defined by \( Y_{n+1} = A_{n+1} Y_n + |B_{n+1}| \), for \( n \geq 0 \), and \( \tau = \inf \{ n \geq 1: Y_n \leq d \} \). Note that \( E[r^{\alpha + L} |X_0 = vu^\delta] \leq E[r^{\alpha + L} |Y_0 = |v|u^\delta] \). Combining this with Proposition 6.1, we conclude that there exist \( c \) and \( u_0 \) such that

\[
(\text{II.2}) \leq u^{-(\alpha + L)\delta} E[r^{\alpha + L} |Y_0 = |v|u^\delta] \leq c|v|u^\beta u^{-(\alpha + L)\delta}, \quad \forall u \geq u_0.
\]

Thus, the proposition is proved by setting \( L = L(\delta, \alpha, \beta) \) be sufficiently large. Combining the estimates above we conclude the proof. \( \square \)

7 Proofs of Sections 3.2 and 3.3

Again, we briefly describe our strategy of proof before diving into the technicalities. Define \( \tilde{X}_n = \{ \tilde{X}_n(t), t \in [0, 1] \} \), where

\[
\tilde{X}_n(t) = \frac{1}{n} \sum_{i=1}^{N(nt)} X_i \quad \text{and} \quad X_i = \sum_{j=r_{i-1}}^{r_i-1} X_j, \quad (7.1)
\]
Let $d > s$ be sufficient to show, for any $\lambda$, the following holds:

$$N(s) = \sup\{j \geq 0 : r_j - 1 \leq s\}. \quad (7.2)$$

Thanks to Theorem 4.1 of Rhee et al. (2019) and Theorem 3.1 above, we are able to establish an asymptotic equivalence between $X_n' \geq 1$ and some random walk $\tilde{W}_n$ that will be specified below. This allows us to provide a large deviations result for $X_n'$, using Lemma 2.3. In both the one-sided and the two-sided case, we will show that the residual process $\tilde{X}_n - \tilde{X}_n'$ is negligible in an asymptotic sense.

We state here three lemmata that will play key roles in the proofs of Theorems 3.2 and 3.3. Let $\tilde{W}_n = \{\tilde{W}_n(t), t \in [0, 1]\}$ be such that

$$\tilde{W}_n(t) = \frac{1}{n} \sum_{i=1}^{\lfloor nt/E_1 \rfloor} X_i', \quad (7.3)$$

where $X_i'$ is as in (2.1). We begin with stating an asymptotic equivalence between $X_n'$ and $\tilde{W}_n$, however, w.r.t. the $J_1$-topology, which is stronger than the $M_1'$-topology introduced in the beginning of Section 3.2. Let $d_{J_1}$ denote the Skorokhod $J_1$ metric on $\mathbb{D}$, which is defined by

$$d_{J_1}(\xi_1, \xi_2) = \inf_{\lambda \in \Lambda} ||\lambda - id||_\infty \vee ||\lambda \circ \lambda - \xi_2||_\infty, \quad \xi_1, \xi_2 \in \mathbb{D},$$

where $id$ denotes the identity mapping, $|| \cdot ||_\infty$ denotes the uniform metric, that is, $||x||_\infty = \sup_{t \in [0, 1]} |x(t)|$, and $\Lambda$ denotes the set of all strictly increasing, continuous bijections from $[0, 1]$ to itself. Moreover, for $j \geq 0$, define

$$\mathbb{D}_{\leq j}^\mu = \{\xi \in \mathbb{D}_{\leq j} : \xi(0) = 0\} \quad \text{and} \quad \mathbb{D}_{< j}^\mu = \{\xi \in \mathbb{D}_{< j} : \xi(0) = 0\}.$$

**Lemma 7.1.** Consider the metric space $(\mathbb{D}, d_{J_1})$. Suppose that Assumptions 2.1 and 2.2 hold. For any $j \geq 0$, the following holds.

1. If $B_1 \geq 0$ and $C_+$ as in Theorem 7.7 is strictly positive, then the stochastic process $\tilde{X}_n'$ is asymptotically equivalent to $\tilde{W}_n$ w.r.t. $n^{-j(\alpha - 1)}$ and $\mathbb{D}_{\leq j-1}^\mu$.

2. If $C_+$ and $C_-$ as in Theorem 7.7 satisfy $C_+ C_- > 0$, then the stochastic process $\tilde{X}_n'$ is asymptotically equivalent to $\tilde{W}_n$ w.r.t. $n^{-j(\alpha - 1)}$ and $\mathbb{D}_{< j}^\mu$.

**Proof.** We only show part 2), since part 1) can be proved by a similar argument. By Lemma 2.3, it is sufficient to show, for any $\delta > 0$ and $\gamma > 0$,

$$\lim_{n \to \infty} n^{j(\alpha - 1)} P(\tilde{X}_n' \in (\mathbb{D} \setminus \mathbb{D}_{\leq j}^\mu)^{-\gamma}, d_{J_1}(\tilde{X}_n', \tilde{W}_n) \geq \delta) = 0.$$

To prove (7.4), it is convenient to consider the space of paths on a longer time horizon $[0, 2]$. Let $\tilde{W}_n$ denote the stochastic process $\{\tilde{W}_n(t), t \in [0, 2]\}$ over the time horizon $[0, 2]$, and $\mathbb{D}_{\leq j}^{[0,2]}$ denote the space of step functions on $[0, 2]$ that corresponds to $\mathbb{D}_{\leq j}^\mu$. Let $d_{J_1}^{[0,2]}$ denote the Skorokhod $J_1$ metric on $\mathbb{D}^{[0,2]} = \mathbb{D}([0,2], \mathbb{R})$. Note that $d_{J_1}(\tilde{W}_n, \mathbb{D}_{\leq j}^\mu) \geq \gamma$ implies that $d_{J_1}^{[0,2]}(\tilde{W}_n^{[0,2]}, \mathbb{D}_{\leq j}^{[0,2]} \geq \gamma$, and $d_{J_1}(\tilde{X}_n', \mathbb{D}_{\leq j}^\mu) \geq \gamma$ implies that either $d_{J_1}^{[0,2]}(\tilde{X}_n', \mathbb{D}_{\leq j}^{[0,2]} \geq \gamma$ or $2n/\text{E}_1 \leq N(n)$. Therefore, (7.4) is implied by

$$\lim_{n \to \infty} n^{j(\alpha - 1)} P(d_{J_1}^{[0,2]}(\tilde{W}_n^{[0,2]}, \mathbb{D}_{\leq j}^{[0,2]} \geq \gamma, d_{J_1}(\tilde{X}_n', \tilde{W}_n) \geq \delta) = 0. \quad (7.5)$$

To prove (7.5), we adopt the construction of a piecewise linear non-decreasing homeomorphism $\bar{\lambda}_n$ from Rhee et al. (2019) in the proof of Theorem 4.1. Let $t_0 = 0$ and $t_1$ be the $i$-th jump time of $N(n \cdot)$ and $t_L$ be the last jump time of $N(n \cdot)$. Let $L = ([n/\text{E}_1] - 1) \wedge N(n)$. Define $\bar{\lambda}_n$ in such a way that $\bar{\lambda}_n(t) = \text{E}_1 N(nt)/n$ on
For an arbitrary \( t \in [0, t_L] \), and hence, \( \|W_n \circ \lambda_n - X_n'\|_\infty = \sup_{t \in [t_L, 1]} |W_n \circ \lambda_n(t) - X_n'(t)| \). Therefore,

\[
d_{J_1}(W_n, X_n') = \inf_{\lambda \in \Lambda} \|\lambda - id\|_\infty \vee \|W_n \circ \lambda - X_n'\|_\infty \leq \|\lambda - id\|_\infty \vee \|W_n \circ \lambda_n - X_n'\|_\infty
\]

\[
= \|\lambda - id\|_\infty \vee \sup_{t \in [t_L, 1]} |W_n \circ \lambda_n(t) - X_n'(t)|. \tag{7.6}
\]

The second term can be bounded (with high probability) as follows. For an arbitrary \( \epsilon > 0 \), consider two cases: \( \lfloor n/Er_1 - n\epsilon \rfloor < N(n) < \lfloor n/Er_1 \rfloor \) and \( \lfloor n/Er_1 \rfloor \leq N(n) \leq \lfloor n/Er_1 + n\epsilon \rfloor \). Set

\[
W_n = \sum_{i=1}^{\lfloor n/Er_1 \rfloor} X_i'.
\]

If \( \lfloor n/Er_1 - n\epsilon \rfloor < N(n) < \lfloor n/Er_1 \rfloor \), by the construction of \( \tilde{\lambda}_n \),

\[
\sup_{t \in [t_L, 1]} |\tilde{W}_n \circ \tilde{\lambda}_n(t) - X_n'(t)| \leq \sup_{s, t \in [1-\epsilon, 1]} |\tilde{W}_n(s) - \tilde{W}_n(t)|. \tag{7.7}
\]

On the other hand, if \( \lfloor n/Er_1 \rfloor \leq N(n) \leq \lfloor n/Er_1 + n\epsilon \rfloor \),

\[
\sup_{t \in [t_L, 1]} |\tilde{W}_n \circ \tilde{\lambda}_n(t) - X_n'(t)| \leq \sup_{s, t \in [1-\epsilon, 1+\epsilon]} |\tilde{W}_n(s) - \tilde{W}_n(t)|. \tag{7.8}
\]

From (7.6) and (7.8), we see that on the event \( \{ \lfloor n/Er_1 - n\epsilon \rfloor < N(n) \leq \lfloor n/Er_1 + n\epsilon \rfloor \} \),

\[
\sup_{t \in [t_L, 1]} |\tilde{W}_n \circ \tilde{\lambda}_n(t) - X_n'(t)| \leq \sup_{s, t \in [1-\epsilon, 1+\epsilon]} |\tilde{W}_n(s) - \tilde{W}_n(t)|. \tag{7.9}
\]

Using (7.6) and (7.9), we obtain that

\[
\mathbb{P}(d_{J_1}^{(0,2)}(\tilde{W}_n^{[0,2]}, D^{\mu;[0,2]}_{\leq r}) \geq \gamma, d_{J_1}(\tilde{X}_n', \tilde{W}_n) \geq \delta) \leq \mathbb{P}(d_{J_1}^{(0,2)}(\tilde{W}_n^{[0,2]}, D^{\mu;[0,2]}_{\leq r}) \geq \gamma, \sup_{s, t \in [1-\epsilon, 1+\epsilon]} |\tilde{W}_n(s) - \tilde{W}_n(t)| \geq \delta) + \mathbb{P}(\lfloor n/Er_1 - n\epsilon \rfloor < N(n) \leq \lfloor n/Er_1 + n\epsilon \rfloor) \mathbb{P}(\|\tilde{\lambda}_n - id\|_\infty \geq \delta). \tag{7.10}
\]

Thanks to Cramér’s theorem, the second term in (7.10) decays geometrically. Moreover, for the last term in (7.10), we have that

\[
\mathbb{P}(\|N(n \cdot)/n - \cdot/Er_1\|_\infty > \delta) = \mathbb{P}\left( \sup_{t \in [0, 1]} |N(nt)/n - t/Er_1| > \delta \right) = 1 - \lim_{m \to \infty} \mathbb{P}\left( \sup_{0 \leq l < 2^m} \left| \frac{N(n l/2^m)}{n} - \frac{l}{E_{r_1} 2^m} \right| \leq \delta \right) = 1 - \lim_{m \to \infty} \mathbb{P}\left( \left| \frac{N(n l/2^m)}{n} - \frac{l}{E_{r_1} 2^m} \right| \leq \delta, 0 \leq l \leq 2^m \right) = 1 - \lim_{m \to \infty} \mathbb{P}\left( \left( \frac{N(n l/2^m)}{n} - \frac{l}{E_{r_1} 2^m} \right) \in \left[ \frac{l}{E_{r_1} 2^m} - \delta, \frac{l}{E_{r_1} 2^m} + \delta \right], \forall l \leq 2^m \right). \tag{7.11}
\]
Let $\Delta_i = r_i - r_{i-1}$. Using the fact that $N(n) < k \iff \sum_{i=1}^k \Delta_i > n$, we obtain that

\[
P(\|N(nt)/n - t/\mathbb{E}r_1\|_\infty > \delta)
= 1 - \lim_{m \to \infty} P\left(\sum_{i=1}^{\lfloor (t/\mathbb{E}r_1 + \delta/2)n \rfloor} \Delta_i - nt 
\leq \lfloor (t/\mathbb{E}r_1 - \delta/2)n \rfloor, \inf_{t \in [0,1]} \Delta_i - nt > 0\right)
\leq 1 - P\left(\inf_{t \in [0,1]} \Delta_i - nt < 0, \sup_{t \in [0,1]} \Delta_i - nt > 0\right)
\leq 1 - P\left(\frac{1}{n} \sum_{i=1}^{\lfloor (t/\mathbb{E}r_1 + 3\delta/2)n \rfloor} \Delta_i - n\mathbb{E}r_1 t + n\mathbb{E}r_1 \delta > 0\right)
\to 0,
\]
as $n \to \infty$, at an exponential rate by Mogulskii’s theorem, see [Dembo and Zeitouni, 2009].

For the first term in (7.10), we have that (see [Rhee et al., 2019, page 21])

\[
\limsup_{n \to \infty} n^{\alpha - 1} P\left(d_{J_1}^{[0,2]}(\tilde{W}_{\mathbb{E}r_1}^{[0,2]}), d_{\mathbb{E}r_1}^{[0,2]} \geq \gamma, \sup_{s \in [1-\epsilon,1+\epsilon]} |\tilde{W}_{\mathbb{E}r_1}(s) - \tilde{W}_{\mathbb{E}r_1}(t)| \geq \delta\right) \leq c
\]
for some $c > 0$, where the intuition behind the asymptotics above is that, given the rare event takes place, the random walk $\tilde{W}_{\mathbb{E}r_1}^{[0,2]}$ must have $j$ big jumps and one of them has to occur in the time interval $[1-\epsilon,1+\epsilon]$. Since the choice of $\epsilon > 0$ was arbitrary, (7.4) is proved by letting $\epsilon \to 0$. \hfill \square

The next two lemmata are useful for future purposes.

**Lemma 7.2.** For $\xi, \zeta \in \mathbb{D}$, we have that $d_{M'}(\xi, \zeta) \leq d_{J_1}(\xi, \zeta)$.

Recall that Disc$(\xi)$ is the set of discontinuities of $\xi \in \mathbb{D}$ and was defined in (3.4).

**Lemma 7.3.** If $d_{M'}(\xi, \zeta) \to 0$ as $n \to \infty$, then, for each $t \in \text{Disc}(\xi)^c$

\[
\lim \limsup_{n \to \infty} \sup_{t_1 \in \mathbb{B}_\delta(t) \cap (0,1)} |\xi_n(t_1) - \xi(t_1)| = 0.
\]

**Proof.** Let $t \in \text{Disc}(\xi)^c$. We first prove the statement for the case where $t \in (0,1)$. Let $\epsilon > 0$ be fixed. Choose $\delta = \delta(\epsilon) > 0$ such that

\[
|\xi(t_1) - \xi(t)| < \epsilon, \quad \text{for } t_1 \in \mathbb{B}_\delta(t) \subseteq (0,1).
\]

By the definition of the $M'$ convergence, for the given $\epsilon$, there exists $n_0$, such that $d_{M'}(\xi_n, \xi) < (\delta \land \epsilon)/8$ for all $n \geq n_0$. Moreover, for each fixed $n \geq n_0$, one can find $(u_n, v_n) \in \Gamma'(\xi_n)$ and $(u, v) \in \Gamma'(\xi)$ such that

\[
\|u_n - u\|_\infty \lor \|v_n - v\|_\infty < (\delta \land \epsilon)/4.
\]
Let \( s, \tilde{s}, \tilde{\tau} \) be such that \( v(s) = t - \delta / 2 \), \( v(\tilde{s}) = t \), and \( v(\tilde{\tau}) = t + \delta / 2 \). Moreover, by (7.12) we have that \( v_n(\tilde{s}) < t - \delta / 4 \) and \( v_n(\tilde{\tau}) > t + \delta / 4 \). Thus, for all \( t_1 \in (t - \delta / 4, t + \delta / 4) \) there exists \( s_n \in (\tilde{s}, \tilde{\tau}) \) such that 
\[
(u_n(s_n), v_n(s_n)) = (\xi_n(t_1), t_1). 
\]
Combining this with (7.11) and (7.12), we obtain that
\[
|\xi_n(t_1) - \xi(t_1)| \leq |\xi_n(t_1) - \xi(t)| + |\xi(t_1) - \xi(t)| = |u_n(s_n) - u(s)| + |\xi(t_1) - \xi(t)| 
\leq |u_n(s_n) - u(s_n)| + |u(s_n) - u(s)| + \epsilon 
\leq (\delta / 2) + \epsilon + \epsilon < 3\epsilon.
\]

Finally, the case where \( t \in \{0, 1\} \) can be dealt with similarly.

The remainder of this section is split into two parts that deal with Theorems 3.2 and 3.3.

### 7.1 Proofs of Theorem 3.2

We consider the case where \( B_1 \) is nonnegative. Let us give the “roadmap” of proving Theorem 3.2.

- In Corollary 7.1 below we establish a sample-path large deviations result for the aggregated process \( \bar{X}_n \) (see (7.1) above) by considering a suitably defined random walk together with utilizing Theorem 4.1 of Rhee et al. (2019). For the \( \mathcal{M} \)-convergence in Corollary 7.1 we need Lemma 7.4 below.
- In Proposition 7.1 we show the asymptotic equivalence between the aggregated process \( \bar{X}_n \) and the original process \( X_n \). Again, one technical lemma, see Lemma 7.5 below, is needed.
- Part 1) of Theorem 3.2 follows by combining Corollary 7.1 with Proposition 7.1. Part 2) is a direct consequence of part 1).

**Lemma 7.4.** For all \( j \geq 0 \) and all \( z \in \mathbb{R} \), the set \( \mathcal{D}_{\leq j}^z \) is closed w.r.t. \( (\mathcal{D}, d_{M_1}) \).

Recall that \( C_j \) was defined in (3.10) for \( z \in \mathbb{R} \).

**Corollary 7.1.** Suppose that Assumptions 2.1 and 2.2 hold. Moreover, let \( B_1 \geq 0 \) and \( C_+ \) as in Theorem 3.1 be strictly positive. For any \( j \geq 0 \),
\[
n^j(\alpha - 1) \mathbf{P}(\bar{X}_n \in \cdot) \to (C_+ \mathbb{E} r_1)^j C_j^\alpha(\cdot),
\]
in \( \mathcal{M}(\mathcal{D} \setminus \mathcal{D}_{\leq j - 1}) \) as \( n \to \infty \).

**Proposition 7.1.** Suppose that Assumptions 2.1 and 2.2 hold. If \( B_1 \geq 0 \) and \( C_+ \) as in Theorem 3.1 is strictly positive, then \( \bar{X}_n \) is asymptotically equivalent to \( X_n \) w.r.t. \( (n\mathbf{P}(X_1 \geq n))^{1/2} \) and \( \mathcal{D}_{\leq j - 1}^z \).

**Proof of Theorem 3.2.** Part 1) follows by combining Corollary 7.1 with Proposition 7.1. Part 2) is a direct consequence of part 1).

**Proof of Lemma 7.4.** We give the proof for the case where \( z = 0 \), while the proof for \( z \neq 0 \) follows using the same arguments. The statement is trivial for \( \mathcal{D}_{\leq 0} = \{0\} \); we focus on the case where \( j \geq 1 \). Let \( \xi, n, \tilde{\xi}, \tilde{n} \geq 1 \), be a sequence such that \( \xi_n \in \mathcal{D}_{\leq j} \), for all \( n \geq 1 \), and \( \lim_{n \to \infty} d_{M_1}(\xi_n, \xi) = 0 \) for some \( \xi \in \mathcal{D} \). Our goal is to prove that \( \xi \in \mathcal{D}_{\leq j} \). Note that by Lemma 7.4 above, for every \( t \in \text{Disc}(\xi) \cup \{1\} \),
\[
\lim_{n \to \infty} \xi_n(t) = \xi(t).
\]

We first show that \( \xi \) has at most \( j \) discontinuity points. Assume that \( |\text{Disc}(\xi)| \geq j + 1 \). Then there exists \( 0 \leq t_{i-} < t_{i+} < \cdots < t_{j+1-} < t_{j+1+} \leq 1 \) such that \( t_{i-}, t_{i+} \in \text{Disc}(\xi) \cup \{1\} \), and \( |\xi(t_{i-}) - \xi(t_{i+})| \geq 0 \), for all \( i \in \{1, \ldots, j + 1\} \). By (7.13), there exists \( N' \) such that \( |\xi_{N'}(t_{i-}) - \xi_{N'}(t_{i+})| > 0 \) for all \( i \in \{1, \ldots, j + 1\} \). This leads to the contradiction that \( |\text{Disc}(\xi_{N'})| \geq j \). Now let \( t < 7 \) be two neighbouring discontinuity points of \( \xi \). We claim that \( \xi \) is constant on \( (t, \tilde{t}) \). To see this, assume that the opposite statement holds. Then there
exists \( t_1 < t_{j+2} \) such that \( t < t_1 < t_{j+2} < t \) and \( \xi(t_1) \neq \xi(t_{j+2}) \). W.l.o.g. we assume that \( \xi(t_1) < \xi(t_{j+2}) \). Since \( \xi \) is continuous on \( (\xi, \xi(L)) \), there exists \( t_1 < t_2 < \cdots < t_{j+2} \) such that

\[
\xi(t_1) < \xi(t_2) < \cdots < \xi(t_{j+2}) \quad \text{with} \quad \epsilon' = \min_{i \in \{1, \ldots, j+1\}} \xi(t_{i+1}) - \xi(t_i).
\]  

(7.14)

On the other hand, for any \( \epsilon > 0 \), by (7.13) there exists \( N = N(\epsilon) \) such that

\[
\xi_N(t_i) \in (\xi(t_i) - \epsilon, \xi(t_i) + \epsilon), \quad \text{for all} \ i \in \{1, \ldots, j+2\}.
\]  

(7.15)

In view of (7.14) and (7.15), by choosing \( \epsilon < \epsilon' \) which leads to the contradiction that \( \epsilon > 0 \). Thus we conclude that \( \xi \) is constant between any two neighbour discontinuity points. Similarly one can show that \( \xi(t^+) - \xi(t^-) > 0 \) for every \( t \in \text{Disc}(\xi) \).

**Proof of Corollary 7.7.** Note that \( D_{n,s_j} = D_{n,s_j} \cup \{ \xi \in D: \xi(0) > 0, \xi - \xi(0) \in D_{n,s_j} \} \). In particular, \( D_{n,s_j} \subseteq D_{n,s_j} \). Using Lemma 7.2, Corollary 7.1 is a consequence of Lemma 7.1 and Theorem 4.1 in [Rhee et al. 2019].

The following lemma is essential in the proof of Proposition 7.1. Recall \( X_n' \) was defined in (7.1). Define

\[
R_n = \{ R_n(t), t \in [0, 1] \}, \quad \text{where} \quad R_n(t) = \frac{1}{n} \sum_{i=1}^{\lfloor nt \rfloor - 1} X_i.
\]  

(7.16)

**Lemma 7.5.** Suppose that Assumptions 2.1 and 2.2 hold. Moreover, let \( B_1 \geq 0 \) and \( C_+ \) as in Theorem 3.1 be strictly positive. The following holds for any \( \delta > 0, \gamma > 0, \) and \( j \geq 0 \).

1. First we have that

\[
P(X_n' \in (D \setminus D_{n,s_j-1})^{-\gamma}, R_n(1) \geq \delta) = o((nP(X_1' \geq n))^j), \quad \text{as} \ n \to \infty.
\]

2. Moreover, we have that

\[
P(R_n \in (D \setminus D_{n,s_j})^{-\gamma}) = o((nP(X_1' \geq n))^j), \quad \text{as} \ n \to \infty.
\]

**Proof of Proposition 7.1.** To begin with, for \( \epsilon > 0 \), define

\[
\mathcal{F}_\delta(n) = \{ N_\epsilon^-(n) < N(n) \leq N_\epsilon^+(n) \},
\]  

(7.17)

where \( N_\epsilon^-(n) = \lfloor n/\mathbb{E}r_1 - n\epsilon \rfloor \) and \( N_\epsilon^+(n) = \lfloor n/\mathbb{E}r_1 + n\epsilon \rfloor \). Using Cramér’s theorem, it is easy to see that \( P(\mathcal{F}_\delta(n)^c) \) decays exponentially to 0 as \( n \to \infty \). Defining \( \Delta = r_i - r_{i-1} \), we have that

\[
\{ d_{M_1}(X_n, X_n') \geq 2\delta \} \subseteq \{ \exists i \leq N(n) \text{ s.t. } \Delta_i \geq n\delta \} \cup \{ R_n(1) \geq \delta \}.
\]  

(7.18)

First we show that for any \( j \geq 0, \delta > 0, \) and \( \gamma > 0, \)

\[
\lim_{n \to \infty} (nP(X_1' \geq n))^{-j} P(X_n' \in (D \setminus D_{n,s_j-1})^{-\gamma}, d_{M_1}(X_n, X_n') \geq 2\delta) = 0.
\]

By (7.18) we have that

\[
P(X_n' \in (D \setminus D_{n,s_j-1})^{-\gamma}, d_{M_1}(X_n, X_n') \geq 2\delta)
\]

\[
\leq P(\exists i \leq N(n) \text{ s.t. } \Delta_i \geq n\delta) + P(X_n' \in (D \setminus D_{n,s_j-1})^{-\gamma}, R_n(1) \geq \delta)
\]

\[
= P(\exists i \leq N(n) \text{ s.t. } \Delta_i \geq n\delta) + o((nP(X_1' \geq n))^j),
\]  

(7.19)
where in \([7.19]\) we used Lemma \([7.5]\) (1) above. It remains to analyze the first term in \([7.19]\). Note that
\[
P(\exists i \leq N(n) \text{ s.t. } \Delta_i \geq n\delta) \leq P(\exists i \leq N(n) \text{ s.t. } \Delta_i \geq n\delta, \mathcal{E}_3(n)) + P(\mathcal{E}_3^c(n))
\]
\[
= P(\exists i \leq N(n) \text{ s.t. } \Delta_i \geq n\delta, \mathcal{E}_3(n)) + o((nP(X'_i \geq n))^j)
\]
\[
\leq P(\exists i \leq n/E\tau_1 + ne \text{ s.t. } \Delta_i \geq n\delta) + o((nP(X'_i \geq n))^j)
\]
\[
\leq |n/E\tau_1 + ne|P(r_1 \geq n\delta) + o((nP(X'_i \geq n))^j)
\]
\[
= o((nP(X'_i \geq n))^j),
\]
for any \(j \geq 0\). Next we show that
\[
\lim_{n \to \infty} (nP(X'_i \geq n))^{-j}P(\bar{X}_n \in (D \setminus \mathbb{D}_{\xi_j-1}^\mu)^{-\gamma}, d_{M'_i}(\bar{X}_n, \bar{X}'_n) \geq 2\delta) = 0.
\]
In view of the estimation right above, it is sufficient to show that
\[
\lim_{n \to \infty} (nP(X'_i \geq n))^{-j}P(\bar{X}_n \in (D \setminus \mathbb{D}_{\xi_j-1}^\mu)^{-\gamma}, \bar{X}'_n \in (D_{\xi_j-1})_{\rho}, R_n(1) \geq \delta) = 0,
\]
for some \(\rho > 0\). Note that
\[
P(\bar{X}_n \in (D \setminus \mathbb{D}_{\xi_j-1}^\mu)^{-\gamma}, \bar{X}'_n \in (D_{\xi_j-1})_{\rho}, R_n(1) \geq \delta)
\]
\[
= P(\bar{X}_n \in (D \setminus \mathbb{D}_{\xi_j-1}^\mu)^{-\gamma}, \bar{X}'_n \in (D_{\xi_j-1})_{\rho} \cap (D \setminus \mathbb{D}_{\xi_j-2}^\mu)^{-\rho}, R_n(1) \geq \delta)
\]
\[
+ P(\bar{X}_n \in (D \setminus \mathbb{D}_{\xi_j-1}^\mu)^{-\gamma}, \bar{X}'_n \in (D_{\xi_j-1})_{\rho} \cap (D_{\xi_j-2}^\mu)^{-\rho}, R_n(1) \geq \delta)
\]
\[
\leq P(\bar{X}_n \in (D \setminus \mathbb{D}_{\xi_j-1}^\mu)^{-\rho}, R_n(1) \geq \delta)
\]
\[
+ P(\bar{X}_n \in (D \setminus \mathbb{D}_{\xi_j-1}^\mu)^{-\gamma}, \bar{X}'_n \in (D_{\xi_j-2}^\mu)_\rho) + o(n^{-j(\alpha-1)}).
\]
Thus, it remains to consider the first term in the last equation. Combining Lemma \([7.5]\) (2) above with the fact that
\[
P(\bar{X}_n \in (D \setminus \mathbb{D}_{\xi_j-1}^\mu)^{-\gamma}, \bar{X}'_n \in (D_{\xi_j-2}^\mu)_\rho) \leq P(R_n \in (D \setminus \mathbb{D}_{\xi_j}^\mu)^{-\rho}) + o(n^{-j(\alpha-1)}),
\]
for \(\rho\) small enough, we conclude the proof.

\(\square\)

Proof of Lemma \([7.5]\) Part 1: We start showing the first equivalence. Defining \(\bar{X}'_{k,n} = \{\bar{X}'_{k,n}(t), t \in [0, 1]\}\)
by $X'_{\xi_{k,n}}(t) = 1/n \sum_{i=1}^{N(n)\wedge k} X_i'$, we have that

$$
P(\bar{X}_n \in (\mathbb{D} \setminus \mathbb{D}^\mu_j) \cap \mathbb{C}^\gamma, R_n(1) \geq \delta)
\leq P \left( \bar{X}_n \in (\mathbb{D} \setminus \mathbb{D}^\mu_j) \cap \mathbb{C}^\gamma, \sum_{i=r_{N(n)\wedge n}}^{N(n)\wedge n} X_i \geq n\delta, \mathcal{C}_3^\gamma(n) \right) + P(\mathcal{C}_3^\gamma(n)^c)
\leq \sum_{k=N_{\gamma}^-}^{N_{\gamma}^+(n)} P(\bar{X}_n \in (\mathbb{D} \setminus \mathbb{D}^\mu_j) \cap \mathbb{C}^\gamma, X_{N(n)+1} \geq n\delta, N(n) = k) + o((nP(X_1' \geq n))^{j+1})
\leq \sum_{k=N_{\gamma}^-}^{N_{\gamma}^+(n)} P(\bar{X}_n \in (\mathbb{D} \setminus \mathbb{D}^\mu_j) \cap \mathbb{C}^\gamma, X_{k+1} \geq n\delta, N(n) = k) + o((nP(X_1' \geq n))^{j+1})
\leq 2nP(X_1' \geq n\delta)P(\bar{X}_n \in (\mathbb{D} \setminus \mathbb{D}^\mu_j) \cap \mathbb{C}^\gamma) + o((nP(X_1' \geq n))^{j+1}). \quad (7.20)
$$

It remains to consider the first term in (7.20). Using Corollary 7.1 we have that

$$
\limsup_{n \to \infty} (nP(X_1' \geq n))^{-(j+1)} 2nP(X_1' \geq n\delta)P(\bar{X}_n \in (\mathbb{D} \setminus \mathbb{D}^\mu_j) \cap \mathbb{C}^\gamma) \leq c \epsilon,
$$

for some $c > 0$ independent of $\epsilon$. Part (1) is proved using (7.20) and (7.21), and letting $\epsilon \to 0$.

**Part 2:** Note that

$$
P \left( R_n \in (\mathbb{D} \setminus \mathbb{D}^\mu_1) \cap \mathbb{C}^\gamma \right) = P \left( R_n \in (\mathbb{D} \setminus \mathbb{D}^\mu_1) \cap \mathbb{C}^\gamma, \frac{r_{N(n)} + 1}{n} > \rho \right) P \left( R_n \in (\mathbb{D} \setminus \mathbb{D}^\mu_1) \cap \mathbb{C}^\gamma, \frac{r_{N(n)} + 1}{n} \leq \rho \right)
$$

where the first term equals zero for sufficiently large $\rho \in (0,1)$. Hence, it is sufficient to consider the second term which is bounded by

$$
P \left( \frac{r_{N(n)} + 1}{n} \leq \rho \right) \leq P \left( \frac{r_{N(n)} + 1}{n} \leq n\rho \right) \leq P \left( r_{N(n)} \leq n\rho, \mathcal{C}_3^\gamma(n) \right) + P(\mathcal{C}_3^\gamma(n)^c)
\leq P \left( \sum_{i=1}^{N(n)} \Delta_i \leq n\rho, \mathcal{C}_3^\gamma(n) \right) + o((nP(X_1' \geq n))^{j+1})
\leq P \left( \sum_{i=1}^{N^-_{\gamma}(n)} \Delta_i \leq n\rho \right) + o((nP(X_1' \geq n))^{j+1})
\leq P \left( \sum_{i=1}^{N^-_{\gamma}(n)} \Delta_i \leq n\rho \right) + o((nP(X_1' \geq n))^{j+1}). \quad (7.22)
$$

Note that, for every $\rho \in (0,1)$ there exists a sufficiently small $\epsilon > 0$ such that $\rho/(1/\text{Er}_1 - \epsilon) < \text{Er}_1$. For this choice of $\epsilon$, the first term in (7.22) decays exponentially thanks to Craner's theorem. □
7.2 Proofs of Theorem 3.3

We consider the case where $B_1$ is a general random variable taking values in $\mathbb{R}$. The idea behind the proof of Theorem 3.3 is similar to the one in the one-sided case.

- In Corollary 7.2 below we establish a sample-path large deviations result for the aggregated process $\bar{X}_n$ (see (7.1) above).
- In Proposition 7.2 we show the asymptotic equivalence between the aggregated process $\bar{X}_n$ and the original process $X_n$. In Lemma 7.7 we deal with the technical issues appearing in Proposition 7.2.
- Part 1) of Theorem 3.3 follows by combining Corollary 7.2 with Proposition 7.2. Part 2) is a direct consequence of part 1).

**Lemma 7.6.** For all $j \geq 0$ and all $z \in \mathbb{R}$, the set $\mathbb{D}^\mu_{\leq j}$ is closed w.r.t. $(\mathbb{D}, d_{M_1^\mu})$.

Recall $C_{j,k}^\gamma$ was defined in (3.3). Let $C_+, C_-$ be as in Theorem 3.1.

**Corollary 7.2.** Suppose that Assumptions 2.1 and 2.2 hold. If $C_+ C_- > 0$, then for any $j \geq 1$

$$n^{j(a-1)} \mathbb{P}(\bar{X}_n \in \cdot) \to (\mathbb{E}_{r_1})^{j} \sum_{(i,m) \in I_j} (C_+)^j (C_-)^m C_{i,m}^\mu (\cdot),$$

in $\mathbb{M}(\mathbb{D} \setminus \mathbb{D}^\mu_{\leq j})$ as $n \to \infty$, where $I_j \equiv \{(l, m) \in \mathbb{Z}_+^2 : l + m = j \}$.

**Proposition 7.2.** Suppose that Assumptions 2.1 and 2.2 hold. If $C_+ C_- > 0$, then the following hold for all $j \geq 0$:

1. First

$$\lim_{n \to \infty} n^{j(a-1)} \mathbb{P}(\bar{X}_n \in \cdot \setminus \mathbb{D}^\mu_{\leq j})^{-\gamma}, d_{M_1^\mu}(\bar{X}_n, \bar{X}_n') > \delta) = 0.$$

2. Assume additionally that $\mathbb{E}|B_1|^m < \infty$ for every $m \in \mathbb{Z}_+$. Then

$$\lim_{n \to \infty} n^{j(a-1)} \mathbb{P}(\bar{X}_n \in \cdot \setminus \mathbb{D}^\mu_{\leq j})^{-\gamma}, d_{M_1^\mu}(\bar{X}_n, \bar{X}_n') > \delta) = 0.$$

In particular, $\bar{X}_n$ is asymptotically equivalent to $\bar{X}_1$ w.r.t. $n^{-j(a-1)}$ and $\mathbb{D}^\mu_{\leq j}$.

We need the following lemma to prove Proposition 7.2. Set

$$R_{p,n}(t) = \frac{1}{n} \sum_{i=r_p}^{[r_n+1]-1} X_i.$$

Let $T_1(u) = T(u) = \inf \{n \geq 0 : |X_n| > u \}$ and

$$T_{i+1}(u) = \inf \{n \geq T_i(u) : -\text{sign}(X_{T_i}(u))X_n > u \}, \quad i \geq 1.$$

Define $\bar{X}_{i,n} = \{\bar{X}_{i,n}(t), t \in [0,1]\}$ and $\bar{X}_{i,n}' = \{\bar{X}_{i,n}'(t), t \in [0,1]\}$ by

$$\bar{X}_{i,n}(t) = \frac{1}{n} \sum_{l=r_i-1}^{[nt]^\wedge r_i-1} X_l, \quad \text{and} \quad \bar{X}_{i,n}'(t) = \frac{X_l}{n} \mathbb{1}_{[r_i/n, 1]}(t).$$

respectively.

**Lemma 7.7.** Suppose that Assumptions 2.1 and 2.2 hold. Moreover, assume that $\mathbb{E}|B_1|^m < \infty$ for every $m \in \mathbb{Z}_+$. Let $C_+, C_-$ be as in Theorem 3.1 such that $C_+ C_- > 0$.
1. For any \( i \geq 1,\ j \geq 2,\ \epsilon > 0,\ \text{and}\ \delta > 0,\ \text{there exists}\ c_1,\ c_2\ \text{and}\ n_1,\ n_2\ (\text{independent of } i)\ \text{respectively such that}
\[
P(\|S_i(n)\| \geq \delta) \leq c_1n^{-(2-\epsilon)\alpha},\quad \text{for all } n \geq n_1,
\]
and
\[
P(\|\bar{S}_{i,n}\| \geq \delta) \leq c_2n^{-(j-\epsilon)\alpha},\quad \text{for all } n \geq n_2.
\]

2. For any \( j \geq 1,\ \bar{X}_n\ \text{is asymptotically equivalent to } X'_n\ \text{w.r.t.}\ n^{-j(\alpha-1)}\ \text{and } \mathbb{P}_{\leq j}.
\]

3. For any \( i \in \{N^-(n),\ldots,N^+(n)\},\ j \geq 1,\ \delta > 0,\ \text{and}\ \epsilon > 0,\ \text{there exists}\ c\ \text{and}\ n_0\ (\text{independent of } i)\ \text{such that}
\[
P(R_{i,n} \in (\mathbb{D} \setminus \mathbb{P}_{\leq j}) \geq \delta) \leq cn^{-(j-\epsilon)\alpha},\quad \text{for all } n \geq n_0.
\]

Remark 4. Without the additional assumption \( |E|B_1|^m < \infty\ \text{for every } m \in \mathbb{Z}_+,\ \text{one can still show that}
\]
\[
P(T(n^\beta) < r_1) = o(n^{-\alpha}),\ \text{by following the arguments as in the proof of Lemma 7.67}\ \text{Hence, under Assumptions 2.1 and 2.2 uniformly in } i,
\]
\[
\lim_{n \to \infty} n^\alpha P(d_{M_1}(X_{i,n}, X'_{i,n}) \geq \delta) = 0.
\]

Proof of Proposition 7.2. To begin with, recall that, for \( \epsilon > 0\)
\[
\mathcal{E}_\epsilon^1(n) = \{N^-(n) \leq N(n) \leq N^+(n)\},
\]
where \(N^-(n) = n\lfloor 1/\text{Er}_1 - \epsilon \rfloor\ \text{and } N^+(n) = n\lceil 1/\text{Er}_1 + \epsilon \rceil\). Moreover, \(P((\mathcal{E}_\epsilon^1(n))^c)\) decays exponentially to 0 as \( n \to \infty\). Let \( R_n \) be as in (7.10). Recalling \( \Delta_i = r_i - r_{i-1} \), we have that
\[
\{d_{M_1}(\bar{X}_{i,n}, \bar{X}'_{i,n}) > \delta\} \subseteq \{\exists i \leq N(n) \text{ s.t. } d_{M_1}(X_{i,n}, X'_{i,n}) \geq \delta\} \cup \{\|R_n\|_\infty \geq \delta\}.
\]

To see (7.24), we assume that the opposite statement holds. Given that the event \( \{d_{M_1}(\bar{X}_{i,n}, \bar{X}'_{i,n}) < \delta\} \) takes place, there exist \( (v'_1, v'_2) \in \Gamma'(\bar{X}_{i,n})\) and \( (u'_2, v'_2) \in \Gamma'(\bar{X}'_{i,n})\) such that \( \|u'_1 - u'_2\|_\infty \vee \|v'_1 - v'_2\|_\infty < \delta + \eta\). W.l.o.g. we assume that
\[
\{s: v'_1(s) = r_{i-1}/n, u'_1(s) = 0\} \cap \{s: v'_2(s) = r_{i-1}/n, u'_2(s) = 0\} = \emptyset,
\]
and as well as
\[
\{s: v'_1(s) = r_{i}/n, u'_1(s) = X'_i/n\} \cap \{s: v'_2(s) = r_{i}/n, u'_2(s) = X'_i/n\} = \emptyset.
\]
We give here the reasoning for (7.24), where the second equation can be obtained by following the same arguments. Let \( s_1 \in \{s: v'_1(s) = r_{i-1}/n, u'_1(s) = 0\}\) and \( s_2 \in \{s: v'_2(s) = r_{i-1}/n, u'_2(s) = 0\}\). When \( s_1 = s_2\), we are done. We assume \( s_1 < s_2\), otherwise one can change the role of \( s_1\) and \( s_2\). Define a new parametric representation \((\bar{v}_2, \bar{v}'_2)\) in \(\Gamma'(\bar{X}'_{i,n})\) by
\[
\bar{v}_2(s) = \begin{cases} v_1(s), & \text{for } s \in [0, s_1], \\ v_1(s_1), & \text{for } s \in (s_1, s_2), \\ v_2(s), & \text{for } s \in [s_2, 1], \\ \bar{u}_2(s) = \begin{cases} 0, & \text{for } s \in [0, s_1], \\ 0, & \text{for } s \in (s_1, s_2), \\ u_2(s), & \text{for } s \in [s_2, 1]. \end{cases} \end{cases}
\]
It is easy to check that indeed \((\bar{u}_2, \bar{v}_2)\) is a parametric representation of \(\Gamma'(\bar{X}'_{i,n})\). Moreover, \(\|v'_1 - \bar{v}_2\|_\infty = \|v'_1 - v'_2\|_\infty < \delta + \eta\),
\[
|v'_1(s) - \bar{v}_2(s)| = |v'_1(s) - v'_1(s_1)| \leq v'_1(s_2) - v'_1(s_1) = v'_1(s_2) - v'_2(s_2) < \delta + \eta,
\]
for \( s \in (s_1, s_2)\), and hence, \(\|v'_1 - \bar{v}_2\|_\infty < \delta + \eta\). In view of the construction above, we can replace \( v'_2 \) by \( \bar{v}_2 \), so that (7.24) holds. For the similar reasoning, on the event \(\{\|R_n\|_\infty < \delta\} \subseteq \{d_{M_1}(R_n, 0) < \delta\}\), there exist \((u_1^{N(n)+1}, v_1^{N(n)+1}) \in \Gamma'(R_n)\) and \((u_2^{N(n)+1}, v_2^{N(n)+1}) \in \Gamma'(0)\) such that
\[
\|u_1^{N(n)+1} - u_2^{N(n)+1}\|_\infty \vee \|v_1^{N(n)+1} - v_2^{N(n)+1}\|_\infty < \delta + \eta,
\]
and the intersection of
\[ \{ s : v_1^{N(n)+1}(s) = r_{N(n)/n}, u_1^{N(n)+1}(s) = 0 \} \]
and
\[ \{ s : v_2^{N(n)+1}(s) = r_{N(n)/n}, u_2^{N(n)+1}(s) = 0 \} \]
is an empty set. Now, we pick \( s_\perp \), \( s_\perp^{N(n)+1} = 1 \),
\[ s_i^\perp \in \{ s : v_i^1(s) = r_i/n, u_i^1(s) = X_i'/n \} \cap \{ s : v_i^2(s) = r_i/n, u_i^2(s) = X_i'/n \}, \]
for \( i \in \{ 1, \ldots, N(n) \} \), and
\[ s_i^\perp \in \{ s : v_i^1(s) = r_i/n, u_i^1(s) = 0 \} \cap \{ s : v_i^2(s) = r_i/n, u_i^2(s) = 0 \}, \]
for \( i \in \{ 2, \ldots, N(n) + 1 \} \). W.l.o.g. we assume that \( s_i^\perp = s_i^{N(n)+1} \), otherwise one can apply a strictly increasing, continuous bijection from \([0,1]\) to itself to the corresponding parametric representation, which preserves the uniform distance between parametric representations. Finally, we define parametric representations \( (u_1,v_1) \in \Gamma'(\bar{X}_n) \) and \( (u_2,v_2) \in \Gamma'(\bar{X}_n') \) by \( v_i(s) = v_i^1(s) \), and \( u_i(s) = u_i^1(s) + \sum_{k=1}^{j-1} X_k', \) for \( s \in [s_i^\perp, s_i^+], \) \( j \in \{ 1, \ldots, N(n) + 1 \} \), and \( i \in \{ 1, 2 \} \). It is easy to check that \( \| u_1 - u_2 \|_\infty \vee \| v_1 - v_2 \|_\infty < \delta + \eta \), and hence,
\[ d'(\bar{X}_n, \bar{X}_n') \leq \| u_1 - u_2 \|_\infty \vee \| v_1 - v_2 \|_\infty < \delta + \eta \]. Letting \( \eta \to 0 \) leads to the contradiction of \( d_{M'_1}(\bar{X}_n, \bar{X}_n') > \delta \).

Part 1): For \( \gamma > 0 \) and \( j \geq 1 \), define
\[ \mathcal{D}_j = \{ \xi \in \mathbb{D} : |\text{Disc}_j(\xi)| \geq j \}, \quad \text{Disc}_j(\xi) = \{ t \in \text{Disc}(\xi) : |\xi(t) - \xi(t^-)| \geq \gamma \}. \] (7.26)

Note that (cf. the proof of Lemma 2 in [Chen et al. (2019)], for any \( L > 0 \), there exists a \( \bar{\gamma} = \bar{\gamma}(\gamma, L) > 0 \) sufficiently small such that
\[ \mathbb{P}(\bar{X}_n' \in (\mathbb{D} \setminus \mathcal{D}_j) - \gamma \cap (\mathcal{D}_j - \gamma)^c) = o(n^{-L}). \] (7.27)

Thus, it suffices to show that for any \( j \geq 1 \) and any \( \delta > 0 \)
\[ \lim_{n \to \infty} n^{(a-1)} \mathbb{P}(\bar{X}_n' \in \mathcal{D}_j, d_{M'_1}(\bar{X}_n, \bar{X}_n') \geq 2\delta) = 0. \]

By (7.24) we have that
\[ \mathbb{P}(\bar{X}_n' \in \mathcal{D}_j, d_{M'_1}(\bar{X}_n, \bar{X}_n') \geq 2\delta) \leq \mathbb{P}(\bar{X}_n' \in \mathcal{D}_j, \exists i \leq N(n) \text{ s.t. } d_{M'_1}(\bar{X}_{i,n}, \bar{X}_{i,n}') \geq \delta) + \mathbb{P}(\bar{X}_n' \in \mathcal{D}_j, \| R_n \|_\infty \geq \delta) = (\text{IV.1}) + (\text{IV.2}), \]
where
\[ (\text{IV.1}) = \mathbb{P}(\bar{X}_n' \in \mathcal{D}_j, X_j(n), \exists i \leq N(n) \text{ s.t. } d_{M'_1}(\bar{X}_{i,n}, \bar{X}_{i,n}') \geq \delta) + o(n^{-j(a-1)}). \]

For \( p \in \mathbb{Z}_+ \), let \( \mathcal{P}(E, p) \) denote the set of all \( p \)-permutations of a discrete set \( E \). Using Lemma (1) and the fact that the blocks \( \{ X_{i-1}, \ldots, X_{i,j}\} \), \( i \geq 1 \) are mutually independent, we obtain that
\[ \mathbb{P}(\bar{X}_n' \in \mathcal{D}_j, X_j(n), \exists i \leq N(n) \text{ s.t. } d_{M'_1}(\bar{X}_{i,n}, \bar{X}_{i,n}') \geq \delta) \leq \mathbb{P}(\exists(i_1, \ldots, i_j) \in \mathcal{P}(\{1, \ldots, N(n)+1\}, j) \text{ s.t. } d_{M'_1}(\bar{X}_{i_1,n}, \bar{X}_{i_1,n}') \geq \delta, |X_{i_p}| \geq n^{\gamma}, \forall 2 \leq p \leq j) = \mathcal{O}(n^p) \mathcal{O}(d_{M'_1}(\bar{X}_{i_1,n}, \bar{X}_{i_1,n}') \geq \delta) \mathcal{O}(|X_{i_p}| \geq n^{\gamma})^{j-1} = \mathcal{O}(n^p) \mathcal{O}(n^{-\alpha}) \mathcal{O}(n^{-j(\alpha-1)}) = o(n^{-j(\alpha-1)}), \]
where \( \mathbb{P}(d_{M'_1}(\bar{X}_{i_1,n}, \bar{X}_{i_1,n}') \geq \delta) \) is of order \( o(n^{-\alpha}) \) thanks to Remark. Recalling \( \bar{X}_{<m,n} = \{ 1/n \sum_{i=1}^{N(nt)/m} X_i, t \in \}
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where $P(\sum_{i=0}^{r_1-1} |X_i| \geq n\delta)$ is of order $O(n^{-\alpha})$ due to Remark 3.

Part 2: In view of part (1), it is sufficient to show that

$$P(\hat{X}_n \in (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j})^{-\gamma}, X'_n \in (\mathcal{D}_j^\mu)^{\rho/3}) = o(n^{-j(\alpha-1)}),$$

for some $\rho > 0$. Noting $\hat{X}_n(t) = (1/n)\sum_{i=0}^{\lceil nt \rceil N(n)} X_i$ for $t \in [0,1]$, we have that

$$\{ \hat{X}_n \in (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j})^{-\gamma}, X'_n \in (\mathcal{D}_j^\mu)^{\rho/3} \}$$

$$\subseteq \{ \hat{X}_n \in (\mathcal{D}^\mu_{\leq j})^{\rho/3}, \hat{X}_n \in (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j})^{-\rho} \} \cup \{ \hat{X}_n \in (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j})^{-\gamma}, \hat{X}_n \in (\mathcal{D}_j^\mu)^{\rho} \}$$

$$\subseteq \{ \hat{X}_n \in (\mathcal{D}^\mu_{\leq j})^{\rho/3}, \hat{X}_n \in (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j})^{-\rho} \} \cup \{ \hat{X}_n \in (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j})^{-\gamma}, \hat{X}_n \in (\mathcal{D}_j^\mu)^{\rho} \}$$

$$\cup \{ \hat{X}_n \in (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j})^{-\gamma}, \hat{X}_n \in (\mathcal{D}_j^\mu)^{\rho} \cap (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j-\rho})^{-\rho} \}. \quad (7.28)$$

Iterating this procedure $j + k$ times, we obtain that

$$\{ \hat{X}_n \in (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j})^{-\gamma}, X'_n \in (\mathcal{D}_j^\mu)^{\rho/3} \}$$

$$\subseteq \{ \hat{X}_n \in (\mathcal{D}^\mu_{\leq j})^{\rho/3}, \hat{X}_n \in (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j})^{-\rho} \} \cup \{ \hat{X}_n \in (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j})^{-\gamma}, \hat{X}_n \in (\mathcal{D}_j^\mu)^{\rho} \}$$

$$\cup \bigcup_{i=1}^{j+k-1} \{ \hat{X}_n \in (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j})^{-\gamma}, \hat{X}_n \in (\mathcal{D}^\mu_{\leq j-\rho})^{\rho} \cap (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j-\rho})^{-\rho} \}. \quad (7.28)$$

Now, note that

$$\{ \hat{X}_n \in (\mathcal{D}^\mu_{\leq j})^{\rho/3}, \hat{X}_n \in (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j})^{-\rho} \} \subseteq \{ \hat{X}_n \in (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j})^{-\rho}, d_M(\hat{X}_n, X_n) \geq \rho/3 \}. \quad (7.29)$$

Moreover, for $\rho > 0$ sufficiently small, we have that

$$\{ \hat{X}_n \in (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j})^{-\gamma}, \hat{X}_n \in (\mathcal{D}^\mu_{0})^{\rho} \} \subseteq \{ R_n \in (\mathcal{D} \setminus \mathcal{D}^\mu_{\leq j})^{-\rho} \}, \quad (7.30)$$
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and that  
\[ \{ \bar{X}_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\gamma}, \bar{X}_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho} \cap \bar{X}_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho} \} \subseteq \{ \bar{X}_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho}, R_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho} \}, \]
for all \( i \in \{1, \ldots, j + k - 1\} \). In view of (7.28)–(7.31), we have that
\[
P(\bar{X}_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\gamma}, \bar{X}_n' \in \mathbb{D}^\mu_{j \leq j-1})^{-\rho/3})
\leq P(\bar{X}_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho}, d_M(\bar{X}_n, \bar{X}_n') \geq \rho/3) + P(R_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho})
\]
\[
+ \sum_{i=1}^{j+k-1} P(\bar{X}_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho}, R_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho}), \quad (7.31) \]
where the first term in the previous inequality is of order \( o(n^{-j(\alpha-1)}) \) due to Lemma 7.7 (2) above. Turning to estimating the summation in (7.31), we define \( R_{p,n} = \{ R_{p,n}(t), t \in [0,1] \} \) by
\[ R_{p,n}(t) = \frac{1}{n} \sum_{i=r_p}^{[r_{p+1}]-1} X_i. \]
Using the facts that \( R_{N(n),n}(t) = R_n(r_{N(n)+1}/n) \) and \( r_{N(n)+1}/n > 1 \) a.s., we have that
\[ R_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho} \Rightarrow R_{N(n),n} \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho/2}. \quad (7.32) \]
Define \( \bar{X}_{\leq p,n} = \{ \bar{X}_{\leq p,n}(t), t \in [0,1] \} \) by \( \bar{X}_{\leq p,n}(t) = (1/n)^{-1} \sum_{i=0}^{[nt \wedge r_{N(n),n}]-1} X_i. \) In view of (7.32), we have that
\[
P(\bar{X}_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho}, R_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho})
\leq P(\bar{X}_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho}, R_{N(n),n} \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho/2})
\leq P(\bar{X}_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho}, R_{N(n),n} \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho/2}, \mathcal{E}_3(n)) + P(\mathcal{E}_3(n))
\]
\[
= \sum_{p=N_r^{-}(n)}^{N_r^{+}(n)} P(\bar{X}_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho}, R_{p,n} \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho/2}, N(n) = p) + o(n^{-j(\alpha-1)})
\]
\[
= \sum_{p=N_r^{-}(n)}^{N_r^{+}(n)} P(\bar{X}_{\leq p,n} \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho}, R_{p,n} \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho/2}, N(n) = p) + o(n^{-j(\alpha-1)})
\]
\[
\leq \sum_{p=N_r^{-}(n)}^{N_r^{+}(n)} P(\bar{X}_{\leq p,n} \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho}) P(R_{p,n} \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho/2}) + o(n^{-j(\alpha-1)})
\]
\[
\leq P(\bar{X}_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho/2}) \sum_{p=N_r^{-}(n)}^{N_r^{+}(n)} P(R_{p,n} \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho/2}) + o(n^{-j(\alpha-1)})
\]
\[
= O(n^{-j(\alpha-1)}), \therefore O(n^{-j(\alpha-1)}). \]
where in the final step we use Lemma 7.7 (2)–(3). Letting \( \epsilon \to 0 \), we prove that the summation in (7.31) is of order \( o(n^{-j(\alpha-1)}) \). Similarly, it can be shown that \( P(R_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\rho}) \), and hence, \( P(\bar{X}_n \in (D \setminus \mathbb{D}^\mu_{j \leq j-1})^{-\gamma}, \bar{X}_n' \in \mathbb{D}^\mu_{j \leq j-1})^{-\rho/3}) \) are of order \( o(n^{-j(\alpha-1)}) \).

**Proof of Lemma 7.7** Let \( \mathbb{D}^\star \) denote the set of all step functions in \( \mathbb{D} \). Let \( \mathbb{D}^{\star,\dagger} \) denote the set of all non-decreasing step functions in \( \mathbb{D} \). Define the mapping \( \Psi^\dagger: \mathbb{D}^\star \to \mathbb{D}^{\star,\dagger} \) by \( \zeta = \Psi^\dagger(\zeta) \) and
\[ \zeta(t) = \inf \{ \zeta'(t) \in \mathbb{R} : \zeta' \in \mathbb{D}^{\star,\dagger}, \zeta' \geq \zeta \}, \quad \text{for all } t \in [0,1]. \quad (7.33) \]
Basically, $\Psi^\uparrow(\xi)$ is the least possible nondecreasing step function such that $\Psi^\uparrow(\xi) \geq \xi$.

**Part 1:** First we show that $P(d_M'(X_{i,n}, \bar{X}_{i,n}') \geq \delta) \leq P(T_2(n^\beta) < r_1) + o(n^{-(2-\epsilon)\alpha})$, for any $\beta \in (0, 1)$.

To begin with, setting $\beta_0 = (1 - \beta)/2$ we have that

$$P(d_M'(\bar{X}_{i,n}, \bar{X}_{i,n}') \geq \delta) \leq P(d_M'(\bar{X}_{i,n}, \bar{X}_{i,n}') \geq \delta, r_i - r_{i-1} \leq n^{\beta_0}) + P(r_i - r_{i-1} > n^{\beta_0})$$

$$= P(d_M'(\bar{X}_{i,n}, \bar{X}_{i,n}') \geq \delta, r_i - r_{i-1} \leq n^{\beta_0}) + o(n^{-(2-\epsilon)\alpha}).$$

Hence, it is sufficient to show that

$$P(d_M'(\bar{X}_{i,n}, \bar{X}_{i,n}') \geq \delta, r_i - r_{i-1} \leq n^{\beta_0}) \leq P(T_2(n^\beta) < r_1). \quad (7.34)$$

Note that $d_M'(\bar{X}_{i,n}, \bar{X}_{i,n}') \geq \delta$ implies $\|\bar{X}_{i,n} - \bar{X}_{i,n}'\|_\infty \geq \delta$, and hence,

$$\delta \leq \sup_{k \leq r_i \wedge n} \left| \frac{1}{n} \sum_{j=r_{i-1}}^{k-1} X_j \right| \leq \sup_{k \leq r_i} \left| \frac{1}{n} \sum_{j=r_{i-1}}^{k-1} X_j \right| .$$

It is sufficient to show that

$$\left\{ \sup_{k \leq r_i} \left| \frac{1}{n} \sum_{j=r_{i-1}}^{k-1} X_j \right| \geq \delta, d_M'(\bar{X}_{i,n}, \bar{X}_{i,n}') \geq \delta, r_i - r_{i-1} \leq n^{\beta_0} \right\}$$

is a subset of $\{T_2(n^\beta) < r_1\}$. We distinguish between the cases 1) $\sup_{k \leq r_i} \frac{1}{n} \sum_{j=r_{i-1}}^{k-1} X_j \geq \delta$, and 2) $\inf_{k \leq r_i} \frac{1}{n} \sum_{j=r_{i-1}}^{k-1} X_j \leq -\delta$. We focus on 1), since 2) can be dealt with by replacing $X_i$ by $-X_i$. Note that

$$\sup_{k \leq r_i \wedge n} \sum_{j=r_{i-1}}^{k-1} X_j \geq \delta n, \ r_i - r_{i-1} \leq n^{\beta_0}$$

implies the existence of $k_1 \in \{r_{i-1}, \ldots, r_i - 1\}$ such that $X_{k_1} > n^{1-\beta_0} > n^\beta$. Now, suppose that $X_k \geq -n^\beta$ for all $k \in \{r_{i-1}, \ldots, r_i - 1\}$. Then the following statements hold.

(i) For $n$ sufficiently large, we have

$$\sup_{t \in [0,1]} \Psi^\uparrow(\bar{X}_{i,n})(t) - \sup_{t \in [0,1]} \bar{X}_{i,n}'(t) \leq n^{-1}(r_i - r_{i-1})n^\beta \leq n^{\beta + \beta_0 - 1} \leq \delta/3,$$

and hence,

$$\sup_{t \in [0,1]} \bar{X}_{i,n}'(t) \geq \sup_{t \in [0,1]} \Psi^\uparrow(\bar{X}_{i,n})(t) - \delta/3 \geq 2/3\delta > 0.$$

Moreover, both $\Psi^\uparrow(\bar{X}_{i,n}) \in \mathbb{D}^\uparrow$ and $\bar{X}_{i,n}' \in \mathbb{D}^\uparrow$ are nonnegative functions in $\mathbb{D}$. Combining these with $r_i - r_{i-1} \leq n^{\beta_0}$, we have that, for sufficiently large $n$,

$$d_M'(\Psi^\uparrow(\bar{X}_{i,n}), \bar{X}_{i,n}') \leq \left\{ \sup_{t \in [0,1]} \Psi^\uparrow(\bar{X}_{i,n})(t) - \sup_{t \in [0,1]} \bar{X}_{i,n}'(t) \right\} \vee \frac{(r_i - r_{i-1})}{n} \leq \delta/3.$$

(ii) For $n$ sufficiently large,

$$d_M'(\Psi^\uparrow(\bar{X}_{i,n}), \bar{X}_{i,n}) \leq \|\Psi^\uparrow(\bar{X}_{i,n}) - \bar{X}_{i,n}\|_\infty \leq n^{-1}(r_i - r_{i-1})n^\beta \leq n^{\beta + \beta_0 - 1} \leq \delta/3.$$

In view of (i) and (ii), we have that

$$d_M'(\bar{X}_{i,n}, \bar{X}_{i,n}') \leq d_M'(\bar{X}_{i,n}, \Psi^\uparrow(\bar{X}_{i,n})) + d_M'(\Psi^\uparrow(\bar{X}_{i,n}), \bar{X}_{i,n}') \leq 2\delta/3,$$
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which leads to the contradiction of \( d_{M_1}(\mathcal{X}_{i,n}, \mathcal{X}_{i,n}') \geq \delta \). Hence, we prove (7.34).

Next we show that \( P(\mathcal{X}_{i,n} \in (\mathbb{D} \setminus \mathbb{D}_{\leq k}^-) = P(T_k(n^\beta) < r_1) + o(n^{-(k-\epsilon)\alpha}) \) for any \( \beta \in (0,1) \). First we claim that

\[
d(\xi, \mathbb{D}_{\leq k}^-) > \delta \Rightarrow \exists(t_0, \ldots, t_k) \text{ s.t. } 0 \leq t_0 < \cdots < t_k \leq 1, |\xi(t_i) - \xi(t_{i-1})| > \delta, \ i = 1, \ldots, k.
\]

To see this, assume that the opposite holds. Set \( s_0 = 0 \) and

\[
s_i = \sup\{t \in (s_{i-1}, 1]: |\xi(t) - \xi(s_{i-1})| \leq \delta\},
\]

for \( i = 1, \ldots, k \). Define \( \zeta \in \mathbb{D} \) by \( \zeta(t) = \xi(s_i) \) for \( s_i \leq t < s_{i+1} \). Due to the assumption, we have \( \zeta \in \mathbb{D}_{\leq k}^\delta, d(\xi, \zeta) \leq \delta \), and hence, \( d(\xi, \mathbb{D}_{\leq k}^-) \leq \delta \). This leads to the contradiction of \( d(\xi, \mathbb{D}_{\leq k}^-) > \delta \). Thus, we proved (7.35). Using the fact that \( P(r_1 > n\delta/2) \) decays exponentially, we are able to restrict ourselves to the case where \( r_1 \leq n\delta/2 \). Let \( (t_0, \ldots, t_k) \) be as in the r.h.s. of (7.35). Using the fact that, under the \( M_1' \) topology, jumps with the same sign “merge” into one jump in case they are “close”, we conclude that \( \text{sign}(\xi(t_i)) \text{sign}(\xi(t_{i-1})) = -1 \) for \( i \in \{1, \ldots, k\} \). Combining this with the fact that \( P(r_1 > n^{(1-\beta)}) = o(n^{-(k-\epsilon)\alpha}) \) we obtain that

\[
P(\mathcal{X}_{i,n} \in (\mathbb{D} \setminus \mathbb{D}_{\leq k}^-)^\delta) = P(\mathcal{X}_{i,n} \in (\mathbb{D} \setminus \mathbb{D}_{\leq k}^-)^\delta, r_1 \leq n^{(1-\beta)}) + P(\mathcal{X}_{i,n} \in (\mathbb{D} \setminus \mathbb{D}_{\leq k}^-)^\delta, r_1 > n^{(1-\beta)})
\]

\[
= P(T_k(u^\beta) < r_1) + o(n^{-(k-\epsilon)\alpha})
\]

for any \( \beta \in (0,1) \).

Now, it remains to show that \( P(T_k(u^\beta) < r_1) = \mathcal{O}(u^{-(k-\epsilon)\alpha}) \) as \( u \to \infty \). We prove this by induction in \( k \). For the base case we need to show \( P(T_k(u^\beta) < r_1) = \mathcal{O}(u^{-(k-\epsilon)\alpha}) \). Recalling \( K_k(u) = \inf\{n > T(u^\beta): |X_n| \leq u^\gamma\} \), we have that

\[
P(T_k(u^\beta) < r_1) = P(T_k(u^\beta) < K_k^\beta(u) + P(T_k(u^\beta) < K_k^\beta(u) < T_k(u^\beta) < r_1)
\]

\[
= P(T_k(u^\beta) < K_k^\beta(u)) + o(u^{-(k-\gamma)\alpha}),
\]

where \( P(T_k(u^\beta) < K_k^\beta(u) < T_k(u^\beta) < r_1) = \mathcal{O}(u^{-(k-\gamma)\alpha}) \) can be deduced by following the arguments as in the proof of Proposition 6.1. Applying the dual change of measure \( \mathcal{D} \) over the time interval \([0, T_k(u^\beta))\), we obtain that

\[
u^{(2\beta-\gamma)\alpha} P(T_k(u^\beta) < K_k^\beta(u)) = \nu^{(2\beta-\gamma)\alpha} E^\mathcal{D} \left[ e^{-\alpha S_{T(u^\beta)}} 1_{\{T(u^\beta) < r_1\}} P^\mathcal{D}(T_k(u^\beta) < K_k^\beta(u) \mid F_{T(u^\beta)}) \right]
\]

\[
= E^\mathcal{D} \left[ 1_{\{T(u^\beta) < r_1\}} u^{(2\beta-\gamma)\alpha} P^\mathcal{D}(T_k(u^\beta) < K_k^\beta(u) \mid F_{T(u^\beta)}) \left| X_{T(u^\beta)} - u^\beta Z_{T(u^\beta)} \right|^{-\alpha} \right].
\]

Recalling \( \mathcal{E}_2(u) = \{|B_n| \leq u^\gamma, \forall 1 \leq n < K_k^\beta(u)\} \), we have that, for \( |u| \geq 1 \)

\[
P^\mathcal{D}(T_k(u^\beta) < K_k^\beta(u) \mid F_{T(u^\beta)}) = \nu u^\beta
\]

\[
\leq P^\mathcal{D}(B_n \leq u^\alpha, \forall T(u^\beta) < r_1, T_k(u^\beta) < K_k^\beta(u) \mid F_{T(u^\beta)})
\]

\[
+ P^\mathcal{D}(\exists T(u^\beta) < r_1 \text{ s.t. } |B_n| > u^\gamma \mid T(u^\beta) = u^\beta)
\]

\[
= P((\mathcal{E}_2(u)^c \mid X_0 = u^\beta) = o(u^{-(\beta-\gamma)\alpha}) u^\alpha.
\]

where the tail estimate in (7.39) is obtained by following the arguments in the proof of Lemma 6.6 and taking advantage of the additional assumption that \( E|B_1|m < \infty \) for every \( m \in \mathbb{Z}_+ \). Plugging (7.39) into (7.38) and using the dominated convergence theorem, we obtain that

\[
u^{(2\beta-\gamma)\alpha} P(T_k(u^\beta) < K_k^\beta(u)) = o(1).
\]

(7.40)
In view of (7.31), (7.37), and (7.40),
\[ P(T_2(u^\beta) < r_1) = \mathcal{O}(n^{-(2\beta-\gamma)\alpha}) = \mathcal{O}(n^{-(2-\epsilon)\alpha}) \]
by choosing \( \beta = 1 - \epsilon/3 \) and \( \gamma = \epsilon/3 \). Turning to the inductive step, suppose that \( P(T_k(u^\beta) < r_1) = \mathcal{O}(u^{-(k-\epsilon)\alpha}) \). Note that
\[ P(T_{k+1}(u^\beta) < r_1) = P(T_k(u^\beta) < K_\beta(u) < T_{k+1}(u^\beta) < r_1) + P(T_{k+1}(u^\beta) < K_\beta(u)), \]
where for the first term in the previous sum we have that
\[ P(T_k(u^\beta) < K_\beta(u) < T_{k+1}(u^\beta) < r_1) \leq P(T_k(u^\beta) < r_1|X_0 = u^\gamma) = \mathcal{O}(u^{-(k-\epsilon)\alpha})\mathcal{O}(u^{-(\beta-\gamma)\alpha}) = \mathcal{O}(u^{-(k-1-\epsilon)\alpha}), \]
for suitable choice of \( \beta \) and \( \gamma \). Hence, it remains to bound \( P(T_{k+1}(u^\beta) < K_\beta(u)) \). Applying the dual change of measure \( \mathcal{D} \) over the time interval \([0, T_1(u^\beta)]\), we obtain that
\[ u^{((k+1)\beta-\gamma)\alpha}P(T_{k+1}(u^\beta) < K_\beta(u)) = \mathbb{E}^\mathcal{D}[\mathbb{1}_{\{T(u^\beta) < r_1\}} u^{(k\beta-\gamma)\alpha}P^\mathcal{D}(T_{k+1}(u^\beta) < K_\beta(u) | \mathcal{F}_{T(u^\beta)} \left| u^\beta Z_{T(u^\beta)} \right|^{-\alpha})]. \quad (7.41) \]
Moreover, we have that, for \(|v| \geq 1, \]
\[ \mathbb{P}^\mathcal{D}(T_{k+1}(u^\beta) < K_\beta(u) | X_{T(u^\beta)} = vu^\beta) \leq \mathbb{P}^\mathcal{D}(\exists T(u^\beta) < n_1 < \cdots < n_k < r_1 \text{ s.t. } |B_{n_i}| > u^\gamma, \forall i \leq k | X_{T(u^\beta)} = vu^\beta) = \mathbb{P}(\exists n_1 < \cdots < n_k < r_1 \text{ s.t. } |B_{n_i}| > u^\gamma, \forall i \leq k) = o(u^{-(k-1)\alpha}), \quad (7.42) \]
where the tail estimate in (7.42) is obtained by following the arguments in the proof of Lemma 6.6 and taking advantage of the additional assumption that \( \mathbb{E}|B_t|^m < \infty \) for every \( m \in \mathbb{Z}_+ \). Combining (7.41) and (7.42) with the fact that \( |X_{T(u^\beta)}/u^\beta| \leq 1 \) we obtain that \( P(T_{k+1}(u^\beta) < K_\beta(u)) \), and hence, \( P(T_{k+1}(u^\beta) < r_1) \) are of order \( \mathcal{O}(u^{-(k-1)\alpha}) \).

Part 2: By a similar reasoning as in proving part (1) of Proposition 7.2, we have that
\[ P(\bar{X}_n \in (\mathbb{D} \setminus \mathbb{D}_{\leq j})^{-\gamma}) \sim d_{M_1}(\bar{X}_n, \bar{X}_n) \geq \delta) \]
\[ \leq P(\bar{X}_n \in (\mathbb{D}_{\geq j})^{-\gamma} \exists i \leq N(n) \text{ s.t. } d_{M_1}(\bar{X}_n, \bar{X}_n) \geq \delta) = o(n^{-j(\alpha-1)}) \]
where \( \mathbb{D}_{\geq j} \) is defined as in (7.26). It remains to show that, for any \( j \geq 1, \gamma > 0, \) and \( \delta > 0, \) there exists some \( \rho > 0 \) so that
\[ P(\bar{X}_n \in (\mathbb{D} \setminus \mathbb{D}_{\leq j})^{-\gamma}) \sim d_{M_1}(\bar{X}_n, \bar{X}_n) \geq \delta) = o(n^{-j(\alpha-1)}) \]
as \( n \to \infty \). Recall, for \( \gamma > 0 \) and \( j \geq 1, \mathbb{D}_{\geq j} = \{ \xi \in \mathbb{D} : |\text{Disc}_\gamma(\xi)| \geq j \} \), where \( \text{Disc}_\gamma(\xi) = \{ t \in \text{Disc}(\xi) : |\xi(t) - \xi(t^-)| > \gamma \} \). Defining \( \mathbb{D}_{\leq j} = \{ \xi \in \mathbb{D} : |\text{Disc}_\gamma(\xi)| = j \} \) for \( j \in \mathbb{Z} \) and \( \rho > 0 \), we have
\[ P(\bar{X}_n \in (\mathbb{D} \setminus \mathbb{D}_{\leq j})^{-\gamma}) \sim d_{M_1}(\bar{X}_n, \bar{X}_n) \geq \delta) \leq P(\bar{X}_n \in \mathbb{D}_{\leq j-1}^{\rho}) \sim d_{M_1}(\bar{X}_n, \bar{X}_n) \geq \delta) + P(\bar{X}_n \in (\mathbb{D} \setminus \mathbb{D}_{\leq j})^{-\gamma}) \bar{X}_n \in (\mathbb{D}_{\leq j-1}^{\rho}) \]
\[ \leq P(\bar{X}_n \in \mathbb{D}_{\leq j-1}^{\rho}) d_{M_1}(\bar{X}_n, \bar{X}_n) \geq \delta) + \sum_{i=1}^{j-1} P(\bar{X}_n \in (\mathbb{D} \setminus \mathbb{D}_{\leq j})^{-\gamma}) \bar{X}_n \in \mathbb{D}_{\leq j-i-1}) \]
\[ = P(\bar{X}_n \in \mathbb{D}_{\leq j-1}^{\rho}) d_{M_1}(\bar{X}_n, \bar{X}_n) \geq \delta) + \sum_{i=1}^{j-1} P(E_{j}(i)). \quad (7.43) \]
Note that

\[ P(\bar{X}'_n \in D_{j-2}^{j_0}, d_M'(\bar{X}'_n, \bar{X}_n) \geq \delta) \]
\[ \leq P(\bar{X}'_n \in D_{j-2}^{j_0}, \exists i \leq N(n) \text{ s.t. } d_M'(\bar{X}_i, \bar{X}_i') \geq \delta) + o(n^{-j(\alpha-1)}) \]
\[ = P(\bar{X}'_n \in D_{j-2}^{j_0}, \mathcal{E}_j(n), \exists i \leq N(n) \text{ s.t. } d_M'(\bar{X}_i, \bar{X}_i') \geq \delta) + o(n^{-j(\alpha-1)}) \]
\[ \leq P(\exists (i_0, \ldots, i_{j-2}) \in \mathcal{P}(\{1, \ldots, N^+(n)\}, j-1) \text{ s.t.} \]
\[ d_M'(\bar{X}_{i_0}, \bar{X}'_{i_0}) \geq \delta, |X'_n| \geq n\rho_0, \forall 1 \leq p \leq j-2 \]
\[ = O(n^{j-1}n^{-2(2-\epsilon)\alpha n-(j-2)\alpha}) + o(n^{-j(\alpha-1)}) = o(n^{-j(\alpha-1)}), \quad (7.44) \]

where in (7.44) we use Lemma 7.41 (1) together with the fact that the blocks \{X_{r-1}, \ldots, X_r\}, i \geq 1, are mutually independent, and the final equivalence is obtained by setting \( \epsilon < 1/\alpha \). In view of the above computation, it remains to analyze \( P(E_j(k)) \), \( k \in \{1, \ldots, j-1\} \) as in (7.43).

Let \( I^* = \{ i \leq N(n) : d_M'(\bar{X}_i, \bar{X}'_i) \geq \rho_1 \} \). Note that

\[ P(\hat{X}_n \in (\mathbb{D} \setminus \mathbb{D}_\mu_j)^{-\gamma}, \bar{x}'_n \in D_{j-2}^{j_0}) \]
\[ = P(\hat{X}_n \in (\mathbb{D} \setminus \mathbb{D}_\mu_j)^{-\gamma}, \bar{x}'_n \in D_{j-2}^{j_0}, |I^*| \geq (k+2) \wedge (j-k-2)) \]
\[ + P(\hat{X}_n \in (\mathbb{D} \setminus \mathbb{D}_\mu_j)^{-\gamma}, \bar{x}'_n \in D_{j-2}^{j_0}, 1 \leq |I^*| < (k+2) \wedge (j-k-2)) \]
\[ + P(\hat{X}_n \in (\mathbb{D} \setminus \mathbb{D}_\mu_j)^{-\gamma}, \bar{x}'_n \in D_{j-2}^{j_0}, |I^*| = 0) \]
\[ = (V.1) + (V.2) + (V.3). \]

Suppose that \( k \leq j/2 - 2 \), where the case \( k > j/2 - 2 \) can be dealt with similarly. Note that

\[ (V.1) \leq P(\hat{X}'_n \in D_{j-2}^{j_0}, |I^*| \geq k+2, \mathcal{E}_j(n)) + o(n^{-j(\alpha-1)}) \]
\[ \leq P(\exists (i_1, \ldots, i_{k+2}) \in \mathcal{P}(\{1, \ldots, N^+(n)\}, k+2) \text{ s.t.} \]
\[ d_M'(\bar{X}_{i_p}, \bar{X}'_{i_p}) \geq \rho_1, \forall 1 \leq p \leq k + 2, \]
\[ |X'_n| \geq n\rho_0, \forall k + 3 \leq q \leq j - k - 2 \]
\[ + o(n^{-j(\alpha-1)}) \]
\[ = O(n^{j-2}n^{-(k+2)2(2-\epsilon)\alpha n-(j-2k-4)\alpha}) + o(n^{-j(\alpha-1)}) \]
\[ = O(n^{-j(\alpha-1)}n^{-(k+2)+(k+2)\alpha}) + o(n^{-j(\alpha-1)}) = o(n^{-j(\alpha-1)}), \]

if \( \epsilon < 1/\alpha \). Moreover, we have that \( (V.3) = o(n^{-j(\alpha-1)}) \) for \( \rho_0 \) sufficiently small. Let \( I' = \{ i \leq N(n) : \bar{X}'_i \geq \rho_0 \} \). Turning to bounding \( (V.2) \) we have that

\[ (V.2) = P(\hat{X}_n \in (\mathbb{D} \setminus \mathbb{D}_\mu_j)^{-\gamma}, \bar{x}'_n \in D_{j-2}^{j_0}, 1 \leq |I^*| \leq k + 1) \]
\[ = \sum_{k_1=1}^{k+1} \sum_{k_2=0}^{k_1} P(\hat{X}_n \in (\mathbb{D} \setminus \mathbb{D}_\mu_j)^{-\gamma}, \bar{x}'_n \in D_{j-2}^{j_0}, \]
\[ |I^*| = k_1, |I' \cap I^*| = k_2, \mathcal{E}_j(n)) \]
\[ + o(n^{-j(\alpha-1)}). \]
Defining \( J = \{(l_1', \ldots, l'_k) : 1^T(l_1', \ldots, l'_k) < k + 2 + k_2\} \), it is now sufficient to consider

\[
\Pr(\hat{X}_n \in (\mathbb{D} \setminus \mathbb{D} \Gamma_{[\delta]}\{l\})^{-\gamma}, \hat{X}'_n \in \mathbb{D} \Gamma_{[\delta]} \{l_2\}^{-j - k - 2}, |I'| = k_1, |I' \cap I'| = k_2, \mathcal{E}_{[\delta]}(n))
\leq \Pr\left( \exists (i_1, \ldots, i_{j - k - 2 - k_2 + k_1}) \in \mathcal{P}(\{1, \ldots, N_{i}(n)\}, j - k - 2 - k_2 + k_1) \text{s.t.} \right.
\[
(\hat{X}_{i_1, n}, \ldots, \hat{X}_{i_{k_1}, n}) \in \left( \bigcup_{(l_1, \ldots, l_{k_1}) \in J} \prod_{p=1}^{k_1} \mathbb{D}_{i_p} \right)^{-\rho_2},
\]

\[
|X'_{i_q}| \geq n \rho_0, \forall k_1 + 1 \leq q \leq j - k - 2 - k_2 + k_1
\]

\[
+ \Pr\left( \hat{X}_n \in (\mathbb{D} \setminus \mathbb{D} \Gamma_{[\delta]}\{l\})^{-\gamma}, \hat{X}'_n \in \mathbb{D} \Gamma_{[\delta]} \{l_2\}^{-j - k - 2}, |I'| = k_1, |I' \cap I'| = k_2, \mathcal{E}_{[\delta]}(n),
\]

\[
\exists (i_1, \ldots, i_{j - k - 2 - k_2 + k_1}) \in \mathcal{P}(\{1, \ldots, N_{i}(n)\}, j - k - 2 - k_2 + k_1)
\]

\[
\text{s.t.} \ (\hat{X}_{i_1, n}, \ldots, \hat{X}_{i_{k_1}, n}) \in \left( \bigcup_{(l_1, \ldots, l_{k_1}) \in J} \prod_{p=1}^{k_1} \mathbb{D}_{i_p} \right)^{-\rho_2},
\]

\[
|X'_{i_q}| \geq n \rho_0, \forall k_1 + 1 \leq q \leq j - k - 2 - k_2 + k_1
\]

\[
= (V.2.a) + (V.2.b).
\]

Since \( 0 \leq k_2 \leq k_1 \leq k + 1 \) we have that

\[
(V.2.a) \leq \mathcal{O}(n^{j-1}) \mathcal{O}(n^{-(k+2+k_2-k_1)\alpha}) \mathcal{O}(n^{-(j-k-2-k_2)\alpha})
\]

\[
= \mathcal{O}(n^{-j(\alpha-1)\alpha^{k_1}k_2-1}) = o(n^{-j(\alpha-1)}),
\]

for \( \delta < 1/((k+1)\alpha) \). It remains to show that \( (V.2.b) = o(n^{-j(\alpha-1)}) \). To see this, for \( \epsilon > 0 \) there exists

\[
(\zeta_{i_1}, \ldots, \zeta_{i_{k_1}}) \in \bigcup_{(l_1, \ldots, l_{k_1}) \in J} \prod_{p=1}^{k_1} \mathbb{D}_{i_p}
\]

(7.45)

such that \( d(\tilde{X}_{i_p,n}, \zeta_{i_p}) \leq \rho_2 + \epsilon \), for all \( 1 \leq p \leq k_1 \). Hence, we have that

\[
d\left(\hat{X}_n, \hat{X}'_n - \sum_{i \in I' \cap \{i_1, \ldots, i_{k_1}\}} \tilde{X}'_{i,n} + \sum_{p=1}^{k_1} \zeta_{i_p}\right) \leq \rho_1 \vee (\rho_2 + \epsilon).
\]

(7.46)

For any \( c > 0 \), define \( \Phi_c : \mathbb{D} \rightarrow \mathbb{D} \) by

\[
\Phi_c(\xi)(t) = \sum_{s \in [0,t] \setminus \text{Disc}(\xi,c)} (\xi(s) - \xi(s^-)), \quad \text{for } t \in [0,1],
\]

(7.47)

where \( \text{Disc}(\xi,c) \{ t \in \text{Disc}(\xi) : \xi(t) - \xi(t^-) \geq c \} \). Now we claim that

\[
\|\hat{X}'_n - \Phi_{\rho_0}(\hat{X}'_n) - \mu \cdot \text{id}\|_\infty > \rho_3.
\]

(7.48)
To see this, suppose \( \|\Phi_{\rho_0}(\bar{X}_n') - \mu \cdot \text{id}\|_{\infty} \leq \rho_3 \). Hence,
\[
d \left( \bar{X}_n' - \sum_{i \in I' \cap \{i_1, \ldots, i_{k_1} \}} \bar{X}_{i,n}' + \sum_{p=1}^{k_1} \xi_{i,p} \mu \cdot \text{id} + \sum_{p=1}^{k_1} \xi_{i,p} + \sum_{i \in I'} \bar{X}_{i,n}' \right) \\
\leq \left\| \bar{X}_n' - \sum_{i \in I' \cap \{i_1, \ldots, i_{k_1} \}} \bar{X}_{i,n}' - \mu \cdot \text{id} \right\|_{\infty} = \|\bar{X}_n' - \Phi_{\rho_0}(\bar{X}_n') - \mu \cdot \text{id}\|_{\infty} \leq \rho_3.
\] (7.49)

In view of (7.46) and (7.49) we obtain that
\[
d \left( \bar{X}_n, \mu \cdot \text{id} + \sum_{p=1}^{k_1} \xi_{i,p} + \sum_{p=1}^{k_1} \xi_{i,p} + \sum_{i \in I'} \bar{X}_{i,n}' \right) \leq \rho_1 \vee (\rho_2 + \epsilon) + \rho_3,
\]

where
\[
\mu \cdot \text{id} + \sum_{p=1}^{k_1} \xi_{i,p} + \sum_{p=1}^{k_1} \xi_{i,p} + \sum_{i \in I'} \bar{X}_{i,n}' \in D_{\alpha,j}^\mu
\]
due to (7.48). This leads to the contradiction of \( \bar{X}_n \in (D \setminus D_{\alpha,j}^\mu)^{-}\). by choosing \( \rho_1, \rho_2 \) and \( \rho_3 \) small enough.

In view of (7.48) we have that
\[
(V.2.b) \leq P \left( \bar{X}_n' \in \left\{ \xi \in D : \xi(t) - \sup_{t \in [0,1]} |\Phi_{\rho_0}(\xi)(t) - \mu t| > \rho_3 \right\} \right)
\]
\[
= o(n^{-(j-\alpha-1)}),
\]
by choosing \( \rho_0 \) and \( \rho_3 \) such that \( \rho_3/\rho_0 \notin \mathbb{Z} \) and \( \lfloor \rho_3/\rho_0 \rfloor > j \).

Part 3): Since
\[
P(r_{i+1} - r_i > r_i \delta) \leq P(r_{i+1} - r_i > (n - \epsilon') \delta) + P(r_i \geq n - \epsilon'),
\]
P(\( r_{i+1} - r_i > r_i \delta \)) decays exponentially, for \( i \in \{ N_e^-(n), \ldots, N_e^+(n) \} \). Combining this with (7.35), we are able to utilize the argument as in (7.30) and obtain that
\[
P(R_{i,n} \in (D \setminus D_{\alpha,j})^{-}) = P(T_j(n^\beta) < r_1) + o(n^{-(j-\epsilon)\alpha})
\]
for any \( \beta \in (0,1) \). Since \( P(T_j(u^\beta) < r_1) = O(u^{-(j-\epsilon)\alpha}) \) for a suitable choice of \( \beta \), the proof is completed. \( \Box \)
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